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ABSTRACT

This paper discusses how usage patterns and preferences of smart home inhabitants can be learned efficiently. Such patterns as a baseline of what constitutes normal behavior of inhabitants allows future smart homes to autonomously achieve positive effects like comfort increases, energy savings or improved safety for elderly residents in assisted living homes.

The approach for learning usage patterns chosen by this research project, which was carried out as a Master Thesis at FHNW, uses frequent sequential pattern mining algorithms to mine the event data available in smart homes. While other authors have already published possible solutions or at least approaches to the problem, the information presented herein is unique because it is based solely on real-life smart home event data and not data collected in a laboratory trial and/or enriched by additional sensors. Furthermore the project does not only propose one solution but compares the performance of different algorithms regarding completeness/correctness of the results, run times as well as memory consumption and elaborates on the shortcomings of the different solutions.

To be able to solve the challenge of learning usage patterns, this project followed the research onion framework by Saunders, et al. (2009) and the design science research paradigm by Vaishnavi & Kuechler (2004): after a research design and a literature review was done, the available secondary data was analyzed in depth before different solutions (including a brute-force algorithm specifically designed for this project as well as adaptations of the three established frequent sequential pattern mining algorithms PrefixSpan, BIDE+ and GapBIDE) were designed, implemented as prototypes in Java and benchmarked against each other.

The main findings of the benchmarking done with the prototypes and of the project as such were:

- With all four algorithms a reasonable amount of frequent sequential patterns can be found with an input parameter set of pattern length = 2-5 events, minimum support = 0.01 – 0.001, overlapping patterns, wildcarding deactivated.
- The traditional frequent sequential pattern mining algorithms like PrefixSpan, BIDE+ or GapBIDE need pre- and post-processing to be able to mine smart home event data. Additionally, if different minimum and maximum lengths of patterns shall be mined, those algorithms need to be run multiple times to report the correct support count.
- The run times vary greatly for the different algorithms, BIDE+ being the slowest of the four algorithms. Both GapBIDE and especially PrefixSpan run significantly faster, however, they are outperformed by the brute-force algorithm WSDD developed for this project.
- Wildcarding could not fulfill the potential attributed to it at the beginning of the project because no significantly higher support counts can be found with wildcarding being activated.
- While WSDD as the fastest algorithms can be recommended without reservations regarding run times, all four benchmarked algorithms showed bad results regarding memory consumption for certain combinations of input parameters. This paper therefore contains six different propositions for lowering the memory consumption, should memory consumption be a concern.
While the aspect of periodic sequential pattern mining was investigated as part of this research project and a manual analysis of the available data showed that periodic patterns exist in smart home events, no satisfactory mining results could be achieved and it is therefore suggested to look into this aspect in a follow-up research project (e.g. by adapting a state-of-the-art periodic (sequential) pattern mining algorithm to the specifics of smart home event data).

Overall it can be said that the thesis could prove part of its statement as true: it is possible to learn, in a run-time efficient way, frequent usage patterns and preferences of smart home inhabitants only from event data available within a smart home. With different use cases it could be shown in a theoretical way that the patterns can be used to achieve the aforementioned positive effects like saving electricity or increasing the comfort of smart home inhabitants.
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1 INTRODUCTION

1.1 INTRODUCTION TO CHAPTER 1

This first chapter is the introduction to the master thesis at hand. As its title “Learning frequent and periodic usage patterns in smart homes” suggests, this research project deals with a topic from the field of smart homes. Smart homes allow more comfortable habitations and therefore also more comfortable lives through automation, e.g. by allowing a central and remote management, monitoring and control of appliances of a building. This is achieved via „a communication network that connects the […] electrical appliances” (Intertek and the Department of Trade and Industry, 2003).

However, for such automation to work autonomously, a smart home has to know what the normal behavior of its inhabitants is and what preferences they have. One way for a smart home to learn normal behavior, is to analyze the available power consumption and event data and mine it for frequent and periodic usage patterns. The following subchapters are going to elaborate, on a high level, how this can be realized.

1.2 BACKGROUND

To achieve a positive effect like increasing the comfort of smart home inhabitants or to reduce the needed electricity in a smart home, it is necessary for a smart home to be able to predict future needs of the smart home inhabitants by applying rules. An example for such a rule could be: *if the light was turned on in the bed room, the venetian blinds were opened in the bed room and the light was turned on in the bath room, the light in the bed room can be turned off*. While such rules can be manually specified by the smart home inhabitants, this is a tedious task. A study by CKW (2012) substantiates that a manual specification of such rules is not desirable because of the high degree of interaction with and involvement of the inhabitants needed. Therefore, instead of only having a centrally but manually managed smart home, it would be better to have a fully automated smart home that e.g. minimizes the power consumption or maximizes the comfort of the inhabitants (or any other desirable positive effect within a smart home) by itself.

However, before the aforementioned rules can be derived and applied, it is necessary for a smart home to know the smart home inhabitants’ preferences and usage patterns. These patterns are needed by the smart home to decide what constitutes as normal behavior. To recognize patterns, the smart home would analyze the power consumption and event data provided by the used devices and appliances like HVAC systems (the abbreviation HVAC stands for Heating, Ventilation, and Air Conditioning), lightning system or venetian blinds. Combined with other information (e.g. the current as well as future energy prices or current as well as future weather conditions) the usage patterns of the inhabitants can then be used to find the solution that e.g. increases the comfort the most or uses the least energy.

A pattern in the context of this research project is a sequence of activities. One scenario could be a smart home inhabitant that wakes up and then turns on the lights in the bed room, opens the venetian blinds, takes new cloths out of the closet before leaving the bed room to go to the bath room, where he turns on the lights. Because both the lighting as well as the venetian blinds are connected to the electrical grid of a smart home, in this scenario the activities recorded by a smart home are:
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- Turning on the light in the bedroom.
- Opening the venetian blinds in the bedroom.
- Turning on the light in the bathroom.

The pattern is these activities, sometimes also called events, in the correct sequential order. This could be represented as “Turning on the light in the bedroom -> Opening the venetian blinds in the bedroom -> Turning on the light in the bathroom”. The mentioned scenario would therefore result in one pattern that consists of three activities / events.

If a smart home knows all the frequent and periodic patterns of its inhabitants, it can decide what they want to do next and therefore achieve the best results in automating tasks like switching off the HVAC systems or switching on the lighting in a certain room.

1.3 PROBLEM IDENTIFICATION

As can be seen from the above explanations, a crucial step towards a smart home capable of achieving positive effects through automation is to mine frequent and periodic patterns. That is where this research project comes into play because it addresses the issues identified above and has the goal to learn usage patterns from smart home inhabitants autonomously, i.e. without the active participation of the smart home inhabitants, by mining for frequent and periodic patterns.

All this has to be achieved only from analyzing the power consumption and event data available within a smart home and without relying on additional sensors like cameras, motion- or pressure-sensors. The restriction to only use the power consumption and event data has mainly two reasons:

- Data about power consumption and events is readily available in smart homes (at least in the smart homes from which this project received its data, see also chapter 3.2.5.1).
- The installation and maintenance of additional sensor (e.g. cameras, motion- or pressure-sensors) is costly and increases the complexity, which are two undesirable properties.

1.4 THESIS STATEMENT AND RESEARCH QUESTIONS

All the previously mentioned aspects lead to the following thesis statement:

It is possible to learn, in an efficient way, frequent and periodic usage patterns and preferences of smart home inhabitants only from event data available within a smart home.

The different parts and aspects that make up the thesis statement can be defined as follows:

- To learn means that by employing data mining techniques it is possible to derive new knowledge.
- Efficiency is measured in run times and memory consumption for this research project.
- Frequent means a pattern which occurs more often than others.
- Periodic means a pattern which occurs at a constant interval.
A usage pattern (and included in it the preference) of a smart home inhabitant is defined as a sequence of activities like switching on a certain lamp before opening a certain venetian blind. Event data are the recordings of every manipulation of an appliance (lamp, venetian blind, etc.) in a smart home. Available within a smart home means that no additional components like motion sensor need to be installed in a smart home.

To prove that the thesis statement is true, the following research questions have to be answered:

1. What exactly is a pattern and what kind of patterns exist inside the data?
2. What regularities do the patterns have?
3. How can the data be encoded for the different algorithms?
4. What are suitable methods and algorithms to find patterns in the smart home area?

1.5 RESEARCH OBJECTIVES

As mentioned before, the goal is to find a way for a machine to learn usage patterns (which contain implicitly the smart home inhabitants preferences) without the active participation of the inhabitants (i.e. the inhabitants shall not need to specify when they are getting up, leaving the house, getting home again, etc.). This master thesis focuses mainly on the technical aspects of such a software artefact, its design and especially how it analyzes and evaluates the power consumption and event data collected by the smart home. To reach this objective, software prototypes will be realized.

1.6 SCOPE AND LIMITATIONS

The focus lies on the automation of private households and ways for a smart home to decide what is normal behavior of its inhabitants by mining for frequent and periodic patterns. Additionally, the inhabitants shall not be required to specify their usage patterns and preferences, what also spares them from monitoring their energy consumption via smart meters (the electronic devices recording the current power consumption of the appliances of an electric circuit) on a regular basis.

Moreover, this research project focuses solely on the aspect of learning patterns. The deducing of rules and the realization of the final software components needed for home automation is not within the scope of this research project but has to be researched in a separate research project that can follow up this master thesis.

1.7 TIME LINE

The research project at hand follows the research process for master theses as proposed by Saunders, et al. (2009, pp. 11):
This means that after clarifying the research topic (via the thesis statement and the scope), a literature review is done. This is followed by a study of the possible research approaches and methodologies available for a thesis.

Negotiating access to the data, planning the data collection, collect the data and analyzing the data are then the next steps. Finally, contributing the insights gained with this research project to the knowledge pool and coming up with a final conclusion of the topic by writing and submitting the project report as well as giving the final presentation are marking the end of this research project.
The time line for the research project looks as follows:

<table>
<thead>
<tr>
<th>Task</th>
<th>Deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set up date of meeting at aizo</td>
<td>End of March</td>
</tr>
<tr>
<td>Read theory about Smart Home in general</td>
<td>Start of April</td>
</tr>
<tr>
<td>Specify research topic (via thesis statement and research questions)</td>
<td></td>
</tr>
<tr>
<td>Read theory about Smart Home and automatic learning systems</td>
<td>End of April</td>
</tr>
<tr>
<td>Read theory about Machine learning</td>
<td>End of May</td>
</tr>
<tr>
<td>Read theory about Machine learning</td>
<td></td>
</tr>
<tr>
<td>Read theory about Research methodologies to formulate research design</td>
<td></td>
</tr>
<tr>
<td>Finish chapter 1 - Introduction</td>
<td>End of May</td>
</tr>
<tr>
<td>Finish chapter 2 - Literature review</td>
<td>End of June</td>
</tr>
<tr>
<td>Finish chapter 3 - Research methodology</td>
<td>Start of July</td>
</tr>
<tr>
<td>Negotiate access to usage data with aizo</td>
<td>Mid of April</td>
</tr>
<tr>
<td>Finish the preliminary report (&quot;P2 paper&quot;)</td>
<td>Mid of July</td>
</tr>
<tr>
<td>Proof-read and hand in preliminary report</td>
<td>31.7.2013</td>
</tr>
<tr>
<td>Setting up development environment (Eclipse, MSSQL Studio, R)</td>
<td>August</td>
</tr>
<tr>
<td>Get to know the data from aizo (data analysis incl. visualization)</td>
<td></td>
</tr>
<tr>
<td>Literature review about &quot;sequential pattern mining&quot;</td>
<td></td>
</tr>
<tr>
<td>Design brute force algorithm for sequential pattern mining</td>
<td></td>
</tr>
<tr>
<td>Implement brute force algorithm in Java</td>
<td></td>
</tr>
<tr>
<td>Optimize brute force algorithm (de-duplication)</td>
<td></td>
</tr>
<tr>
<td>Evaluate sequential pattern mining framework</td>
<td></td>
</tr>
<tr>
<td>Implement interface to SPMF framework</td>
<td></td>
</tr>
<tr>
<td>Run first experiments with optimized brute force algo and PrefixSpan / Bide+ (SPMF)</td>
<td></td>
</tr>
<tr>
<td>Literature review about wildcards in sequential patterns</td>
<td></td>
</tr>
<tr>
<td>Enhance optimized brute force for wild cards</td>
<td></td>
</tr>
<tr>
<td>Begin with master thesis paper</td>
<td></td>
</tr>
<tr>
<td>Implement Java code for periodic patterns mining</td>
<td></td>
</tr>
<tr>
<td>Run in-depth experiments &amp; write down results</td>
<td></td>
</tr>
<tr>
<td>Proof-read and hand in finished report</td>
<td>31.01.2014</td>
</tr>
<tr>
<td>Present findings and defend master thesis</td>
<td>February</td>
</tr>
</tbody>
</table>

**Figure 2: Time Line for the Research Project**
1.8 STRUCTURE OF THE THESIS AND THESIS MAP

Based on the goals of this research project, the final report of the thesis is going to be structured according to the following thesis map:

**Figure 3: The map of this master thesis**

The first chapter gives an introduction to the topic of the master thesis and the conditions to which it has to adhere.

The second chapter, called literature review, is going to present the available literature regarding topics like smart homes as such as well as the techniques available to recognize patterns in general and especially in a smart home environment. Knowledge about these aspects are needed to be able to design and implement the software prototypes.

The chapter “research design” is next and elaborates how this master thesis and its challenges are going to be tackled. The research is designed according to the research onion proposed by Saunders, et al. (2009).
While the first three chapters deal with the preparation for the master thesis, the next chapters are concerned with the actual research and the presentation of the findings. The forth chapter is therefore called “Analyze & visualize data”. It is about getting familiar with the available data and answers research questions 1 and 2 (“What kind of patterns exist?” and „What regularities do they have?“). Only after one is familiar with the data, one can make an informed decision about suitable algorithms for detecting patterns and therefore this chapter is of great significance.

The fifth chapter is concerned with finding a good way to detect patterns. The main goal is to find out how to use software to identify patterns out of a huge amount of power consumption and event data in a smart home. To achieve this, an appropriate way to decode the data (research question 3) as well as suitable methods and algorithms for finding patterns (research questions 4) are needed.

After that the next to last chapter is dealing with the experiments needed to compare the performance of the different prototypes developed. The goal behind the experiments is to benchmark the prototypes and see which performs best regarding run time, memory consumption and completeness of the patterns found.

As always with a research project such as a master thesis, the paper is going to be concluded by a summary of the work and the findings as well as a statement what the contribution to the body of scientific knowledge is. This is done in the seventh chapter called “conclusion”.

1.9 CONCLUSION OF CHAPTER 1

In this first chapter the general aspects of the research project at hand are addressed. This includes the thesis statement and the research questions, which together with the definition of the scope and limitations establish the framework for the master thesis.

Additional aspects addressed in this chapter are the thesis map that provides the structure of the final report as well as a time line for the research project.

In the end it can be concluded that this research project aims at helping to enable smart homes in the future to autonomously achieve the aforementioned positive effects (like increasing the comfort or reducing the power consumption) by learning what the normal behavior of smart home inhabitants is. This is done by providing a software prototype that is able to recognize smart home inhabitants’ usage patterns.

2 LITERATURE REVIEW

2.1 INTRODUCTION TO CHAPTER 2

The second chapter is looking at the available literature regarding the different topics affecting this research project. Each subchapter is addressing one of the main topics.

The literature review is an important step for a researcher to get acquainted with the research topic and to expand his / her knowledge on which he / she can build the research. Additionally it allows the reader of the report, who is not familiar with the background of the research, to get the necessary information in a short overview.
Since different researchers use slightly different names for describing identical or nearly identical things, in the following the terms learning (frequent) patterns, (frequent) pattern recognition, (frequent) pattern detection, and (frequent) itemset mining as well as subsequence mining are used as synonyms.

2.2 LITERATURE REGARDING SMART HOMES IN GENERAL

There is a lot of literature available that deals with the topic smart homes, because smart homes are no new phenomenon. They exist since the mid 80ies of the last century already and e.g. Ruth Youngblood wrote in 1986 that in a few years, smart homes would help making the lives of inhabitants easier by starting the coffee maker or washing machine when asked to. This makes obvious what the expectations were back then: enhance the comfort level of the inhabitants by introducing home automation and offering a possibility to centrally control the devices and appliances inside a habitation. When talking about appliances in the smart homes environment, normally devices for illumination and heating, cooling as well as improving the indoor air quality (summarized as HVAC) are meant. Some authors (e.g. Dounis and Caraiscos, (2009) also include appliances that deal with shading and security and / or additional devices like coffee maker or washing machine (e.g. Youngblood (1986)).

Over the years those expectations and the technologies evolved and grew more sophisticated. For a good overview of the developments, see the paper from Alam, et al. (2012) called “A Review of Smart Homes – Past, Present and Future”. However, until about the year 2000 the core idea of smart homes stayed the same and only in the new millennium additional aspects came into focus, as can be seen when reading the following definition of a smart home by Intertek and the British Department of Trade and Industry from 2003: “A [smart home is a] dwelling incorporating a communications network that connects the key electrical appliances and services, and allows them to be remotely controlled, monitored or accessed”. While at a first glance this still seems to deal with the aspect of home automation only, the definition (Intertek and the Department of Trade and Industry, 2003) goes on by stating benefits that a smart home can have regarding energy management like running appliances when energy is cheapest or controlling the air conditioning/heating for maximum efficiency when the house is busy or empty.

This indicates that besides raising the level of comfort, energy saving is nowadays also an aspect that can be addressed with smart home technology. A third field where smart home technology is used, is in the assisted living area (e.g. Rashidi, et al. (2011)). What all these different fields have in common is that something like a baseline of the normal behavior is needed for the smart home to be able to provide useful autonomous automation.

2.3 EVALUATION CRITERIA FOR THE ALGORITHMS

One way to get the aforementioned baseline of normal behavior is the use of the data mining task of pattern recognition. To be more specific, an algorithm for sequential and periodic pattern mining is needed, preferably one that can deal with wildcards.

Such an algorithm for pattern recognition in the smart home area should therefore fulfill the criteria listed in the following figure:
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<table>
<thead>
<tr>
<th>Frequent sequential pattern mining</th>
<th>Apriori</th>
<th>PrefixSpan</th>
<th>BIDE+</th>
<th>GapBIDE</th>
<th>MAIL</th>
<th>PMBC</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Periodic pattern mining</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wildcards (1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output wildcard position (2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No adherence to one-off condition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single sequence as input (3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Efficiency for smart home events (4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 4: The evaluation criteria for the algorithms**

1. PrefixSpan and BIDE+ only support pseudo-wildcarding, which can neither be deactivated nor controlled regarding the length of the wildcards.

2. The ability of MAIL and PMBC to output the positions of wildcards is unknown.

3. All listed algorithms (except MAIL, which accepts a single sequence as input) can deal with the single continuous input sequence of smart home data only after it was preprocessed.

4. For all algorithms their efficiency in real-life smart home data is unknown. Additionally, for genetic algorithms it is questionable that they find all the patterns in an efficient way.

2.4 LITERATURE REGARDING PATTERN RECOGNITION IN SMART HOMES

Using a suitable algorithm allows a smart home to learn its inhabitants’ usage patterns autonomously, meaning that the inhabitants do not have to specify these things manually. This was also recognized e.g. by Rashidi and Cook (2009) who proposed in their paper “Keeping the resident in the loop: adapting the smart home to the user” to use a modified version of the Apriori algorithm to automatically detect reoccurring patterns in event data collected in smart homes.

As described by Agrawal & Srikant (1994) the Apriori algorithm was originally designed with the goal of association rule mining in mind. Association rule mining in general needs a set of transactions to find rules that can predict the occurrence of a specific item in a certain transaction. As can be seen from this description, the naming of the components of association rule mining is influenced by the shopping cart / basket analysis, for which it is often used. There, the term item means a single object, e.g. one item in a shopping basket. Analogous an item can also be one press of a button in a smart home to switch on an appliance. On the other hand a transaction, sometimes also called an itemset, is a set of items, e.g. one specific shopping basket (or in the smart home analogy a series of switching on and / or off of certain appliances, what is called a pattern in this paper). From these elaborations it can be seen that, while the Apriori algorithm gained notoriety in the field of shopping basket analysis, it can also be used for other areas than shopping basket analysis like e.g. for pattern recognition in a smart home environment.

Rules in association rule mining are always made up in the form “{X} -> {Y}”, read “X implies Y”. One example of such a rule could be “[Milk, Bread] -> {Butter}”, which means that “Buying milk and bread implies buying butter”. Such rules are always read from left to right and are not true the other way.
around, or in other words the expression on the left side of the “->” is the antecedent, the expression on the right side of the “->“ the consequent. Additionally, the sequence in the antecedent is not important: the above rule could also be written as “{Bread, Milk} -> {Butter}” (Agrawal & Srikant, 1994).

This property of the original Apriori algorithm, that it does not care about sequence in the antecedent, is not desirable in the smart home area because here it is important whether appliance A was started before appliance B or if it was the other way around. Therefore Rashidi and Cook (2009) only borrowed the main idea of the Apriori algorithm (which also includes the idea of pruning, i.e. excluding, infrequent patterns from the search to keep the algorithm fast) but adapted it to deal with the sequences available in the smart home data they used.

When talking about the Apriori algorithm and association rule mining in general, an important notion are support and confidence. Support is the fraction of transactions that contain both X as well as Y, while confidence describes how often the item(s) in Y appear in transactions that contain X. For both a minimum threshold, called minSup and minConf respectively, is defined and has to be fulfilled by each rule. The minSup is important for pruning: because a superset (e.g. the itemset Bread, Milk and Butter) can never be more frequent than its subset (e.g. the itemset Bread and Milk), all supersets containing an infrequent subset can be pruned / excluded from the search (Agrawal & Srikant, 1994).

Association rule mining follows a two-step approach:

1. Generate all transactions for which the following holds: support >= minSup. Those are called frequent transactions.
2. Generate all high confidence rules for each frequent transaction for which the following holds: confidence >= minConf. This second step is not applied by Rashidi and Cook (2009), who only use step 1 of Apriori for generating frequent itemsets.

Rashidi and Cook (2009) differentiate between frequent as well as periodic patterns because both are interesting for later automation. The Apriori algorithm in its original form is only able to find frequent patterns, but not periodic ones and was therefore adapted even further by Rashidi and Cook (2009). They look for patterns (transactions) that are at least two activities (items) long and then extend the length of the patterns by one until they are unable to find frequent patterns ( supersets). As mentioned before, not only frequency but also periodicity is dealt with. For that Rashidi and Cook (2009) record for every pattern a tentative periodicity, which is put on a tentative list, and check for each additionally instance of an activity found inside the event data whether or not the tentative periodicity / periodicities apply or not. If not, they add another tentative periodicity to the list. In the end, only tentative periodicities that fulfil a certain threshold are moved to a definite list and all other periodicities are dismissed. While not mentioned in the paper (Rashidi and Cook, 2009), in the eyes of the researcher the most probably interpretation is that patterns with one or more periodicities on the definite list are considered as periodic while all other patterns are dismissed (unless, of course, they are frequent).

Besides the recognition of patterns in the data, the identification of triggers is an important aspect discussed by Rashidi and Cook (2009). Triggers are special activities that are triggering a pattern: in the scenario described at the beginning of this paper, the pattern (“Turning on the light in the bed room -> Opening the venetian blinds in the bed room -> Turning on the light in the bath room”) is triggered by the “waking up of the inhabitant”. It is noteworthy that Rashidi and Cook not only use power line adapters to record appliances that are switched on or off but rely on additional sensors as well (e.g.
motion sensor placed all over the apartment that would be able to recognize that an inhabitant has woken up).

This requirement for additional sensors (besides the power line adapters that record the switching on and off of appliances), however, is not desirable because it requires the smart home inhabitants to invest additional resources in the acquisition and maintenance of those sensors. It would be better to rely only on a) the power consumption data or b) the events reported by the power line adapters placed in the power line before each appliance in a smart home. This is the approach chosen for the research project at hand.

Regarding the topic of pattern recognition in smart homes it is worth mentioning that there exists additional literature, besides the papers mentioned so far, which deals with pattern recognition in the smart home area. For example Furth (2005) reported that the TAHI project in the UK successfully used "simple ambient lighting that glowed red if it detected an unusual pattern of activity in the home of an elderly [person]”. DeMaria (2002) mentions in his article “Home smart home” that it is possible to “run scripts on […] timers [controlling different appliances] with randomizer functions to simulate a person moving around the house to different rooms, turning lights and appliances on and off […]” and that “[…] some intelligent timers can learn […] usage patterns and simulate typical usage […]”. Unfortunately, both authors withhold information about how such pattern recognition and rule execution is done. This is also true for Dounis and Caraiscos (2009) who write that it is possible to “learn the comfort zone from the user’s preference” but do not elaborate on how this is done. However, all these sources indicate that in theory it should be possible to learn usage patterns from smart home inhabitants, which is what this research project is focusing on.

2.5 LITERATURE REGARDING GENERIC POSSIBILITIES FOR PATTERN RECOGNITION

Because Apriori does not consider sequence in its original form and as an alternative to adapting Apriori, generic and well-known algorithms for finding frequent sequential patterns were looked at. Algorithms which are considering the sequence of patterns are known in literature as (frequent) sequential pattern mining algorithms. A wide range of such sequential pattern mining algorithms is implemented in the open-source data mining library SPMF by Fournier-Viger, et al. (2013). The implemented generic algorithms include BIDE+ (Wang & Han, 2004) and PrefixSpan (Pei, et al., 2004). Since these two algorithms are inspired by and build open the ideas of the Apriori algorithm (Agrawal & Srikant, 1994), which was described in detail earlier, they are not discussed in-depth here. What is important to know about these algorithms is that they both feature a minimum support parameter / requirement, as does Apriori, but, unlike Apriori, are able to mine sequential patterns. They are in general considered very fast and efficient sequential pattern mining algorithms (Fournier-Viger, et al., 2013), properties they achieve by using pruning technics. The details about the algorithms can be found in the original papers by Wang & Han (2004) and Pei, et al. (2004).

Another way to recognize patterns is with genetic algorithms (GA), a certain type of an evolutionary algorithm. A genetic algorithm mimics natural evolution and Darwin’s paradigm of “survival of the fittest” by representing possible solutions to an optimization problem typically as an array of bits called chromosome (Holland, 1975). In a GA the possible solutions are called individuals. Via an objective function, in GA terms called fitness function, the algorithms evaluate the degree to which each individual fulfills the qualities that are important regarding the problem that has to be solved. Over
multiple generations GAs try to find the best solution by crossing parts of the chromosomes from fit individuals (that means individuals that reaching high results in the fitness function) with each other and by mutating fit individuals’ chromosome in the hope that even fitter individuals result from such crossover and mutation. Normally the algorithm terminates after it has found an individual, meaning a solution, which fulfils a predefined level of fitness or after a maximum number of generations is reached, whichever happens first (Obitko, 1998).

Each genetic algorithm has to be adapted to the concrete problem it wants to solve. This is the hardest part of designing a GA and can be, depending on the problem, very difficult as Obitko (1998) mentions. The general steps involved when working with GAs are the following (Holland, 1975):

1. Setting up the GA by defining the problem representation and the fitness function.
2. Initialize the initial population via random generation.
3. Calculate the fitness of each individual and select a predefined number of pairs of individuals in a generation (different approaches exist, but in general fitter individuals have a higher chance to be selected (Obitko, 1998)). The same individual can be selected multiple times.
4. Reproduce individuals for a new generation (by crossing chromosomes of some but not all of the selected individuals and by mutating some but not all of the selected individuals). The so-called elitism GA variation specifies that the fittest solution of a generation always has to be selected and passed on to the next generation in an unchanged form (Obitko, 1998).
5. Iterate until termination (either because the maximum number of iterations is reached or a good enough solution / individual was found).

For a genetic algorithm to work, some parameters have to be predefined. Since different values for these parameters can lead to different results when running the GA, also the parameter set has to be optimized for and adapted to the concrete problem. This is normally done by running a GA multiple times and with multiple different values for the parameters. According to Obitko (1998) the parameters that have to be predefined include:

1. Size of the population / generation = number of individuals. 20-30 or 50-100, depending on the problem, have proven to be good values.
2. Probability of a mutation taking place. Should neither be 0% nor 100% but something in between, often 0.5% - 1% have proven to be good values.
3. Type of the mutation taking place.
4. Probability of crossover taking place. Should neither be 0% nor 100% but something in between, often 80%-95% or about 60%, depending on the problem, have proven to be good values.
5. Type / position of crossover taking place.
6. Selection scheme for selecting n individuals of a generation.
7. Number of generations that terminates the GA.
8. Number of generations where no further optimization takes places that terminates the GA.
9. Minimum fitness / solution quality to be attained for the GA to terminate.
10. Elitism: either yes or no or the number of fittest n individuals that are taken to the next generation in an unchanged form. It is strongly suggested to use elitism.

While genetic algorithms are normally used in optimization problems, e.g. Ghosh, et al. (2010) used them for pattern recognition, too. In their paper called “Mining frequent itemsets using genetic algorithm” they proved that finding patterns in big datasets (what they and others call frequent pattern
mining) is possible with GA and claim that their GA even outperforms the Apriori algorithm when it comes to computational complexity (Ghosh, et al., 2010, p. 140). However, while they provide a theoretical base for the assumption that the GA is faster than the Apriori, they do not include any proof in their paper that their GA implemented in Matlab really is faster than the Apriori in finding frequent patterns.

The designed GA which is able to find frequent patterns as described by Ghosh, et al. (2010) has the following characteristics and predefined parameters:

- The problem representation is done in a binary way.
- While not mentioned explicitly in the paper, the fitness function most probably is the support.
- The initial population contains 20 individuals.
- Crossover takes place randomly inside the chromosomes.
- The probability that mutation takes place is 5%.
- Neither the number of individuals selected from each generation for crossover / mutation (which most probably means, that the population size stays the same as the initial population), the method for this selection, the percentage of crossover taking place, the termination criterion nor the choice about elitism is given in the paper.

A similar approach was chosen by Keshavamurthy, et al. (2013), who describe their GA in more detail:

- The problem representation is done in a binary way.
- The fitness function is the support.
- The size of the initial population is not mentioned.
- The selection of the initial population is done by roulette wheel selection (one kind of the different available selection options).
- Crossover takes randomly place inside the chromosomes (uniform multipoint crossover): the two offsprings’ chromosomes are made by copying the first parent’s first part of the chromosome to the first offspring, the second parent’s second part of the chromosome to the first offspring and vice-versa for the second offspring.
- The probability that crossover takes place is 75%.
- The probability that multi-point non-uniform mutation (one kind of the different available mutation options) takes place is 2.5% or 9.5% respectively, depending on whether the chromosome’s fitness value is above or below the minimum support.
- The termination criterion is a not specifically defined limit of stall generations.
- Neither the number of individuals selected from each generation for crossover / mutation (which most probably means, that the population size stays the same as the initial population) nor the choice about elitism is given in the paper.

The high-level overview of the GA proposed by Keshavamurthy, et al. (2013) looks as follows:
Unfortunately, the paper by Keshavamurthy, et al. (2013) mixes up the two terms “minimum support (minSup)” and “support count”, which are two different things: for example it is written that they “[…] compared the genetic algorithm with Apriori algorithm using different support counts” and it is claimed that they used 0.3 and 0.35 respectively. However, these cannot be figures for support count because support count can only be an unsigned integer. Additionally it is not elaborated what the step “Chromosomes with Fitness above minimum Support is Selected” means (which is curious because this step seems to be a repetition of the step “Probabilistic (Roulette Wheel) Selection of Chromosomes” done early in the algorithm) and there is also no hard evidence provided for how a heuristic algorithm like GA can find all the possible frequent patterns (which in theory is a typical quality only deterministic algorithms like Apriori possess). Because of that, there is some doubt about the credibility of the work as such and especially about the claim that Keshavamurthy, et al.’s GA is working for frequent pattern recognition.

Additionally, it is worth mentioning that the GA of Keshavamurthy, et al. (2013) was not applied to data sets from smart home appliances but e.g. shopping baskets and other large data sets. This is also true for the GA of Ghosh, et al. (2010). However, despite the reservation regarding Keshavamurthy, et al.’s paper, it can be said that in theory GA should by a suitable candidate for frequent sequential pattern mining in the smart home environment.
In addition to the two algorithms discussed in depth up until now, Apriori and GA, other methods and algorithms, e.g. modern neural networks, can be used to find patterns in data. However, for this research project it was decided to only focus on Apriori-inspired algorithms and GA because of the limited time horizon available for the master thesis.

2.6 LITERATURE REGARDING OVERLAPPING / NON-OVERLAPPING PATTERNS

Regardless of whether a deterministic or a heurist algorithm is used for mining sequential frequent patterns, an important consideration is the choice of the type of sequence. The problem can be well illustrated for the frequent sequential pattern mining algorithms BIDE+ (Wang & Han, 2004) and PrefixSpan (Pei, et al., 2004):

- The power consumption as well as the event data in a smart home is available as a single continuous sequence which starts with the very first and ends with the last event. There are no logical units which separate the sequence.
- However, BIDE+ and PrefixSpan as well as all the other well-known frequent sequential pattern mining algorithms expect their input in the form of a so-called sequence database (Fournier-Viger, et al., 2013). In a sequence database, the events are grouped as logical units (e.g. each shopping basket would be such a logical unit).

Such a sequence database as “[…] a set of sequences where each sequence […] can be] a list of itemsets” (Fournier-Viger, et al., 2013) could look for example like this:

<table>
<thead>
<tr>
<th>ID</th>
<th>Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>(1), (1 2 3), (1 3), (4), (3 6)</td>
</tr>
<tr>
<td>S2</td>
<td>(1 4), (3), (2 3), (1 5)</td>
</tr>
<tr>
<td>S3</td>
<td>(5 6), (1 2), (4 6), (3), (2)</td>
</tr>
<tr>
<td>S4</td>
<td>(5), (7), (1 6), (3), (2), (3)</td>
</tr>
</tbody>
</table>

**Figure 6: Example of a sequence database, source: Fournier-Viger, et al. (2013)**

Here S1, S2, S3 and S4 are the four different sequences, consisting of four (S2), five (S1 and S3) and six (S4) itemsets. Each itemset is delimited by parentheses () and a comma. For example the itemset (1 2 3) consists of the three individual items 1, 2 and 3.

To get from a continuous sequence of data, like it is available for this research project, to a sequence database, Chikhaoui, et al. (2010) propose to generate either overlapping or non-overlapping subsequences. The generation of non-overlapping subsequences can be illustrated with the following example of 20 events:

(100:200) \rightarrow (300:400) \rightarrow (500:600) \rightarrow (700:800) \rightarrow (1100:1200) \rightarrow (100:200) \rightarrow (500:600) \rightarrow (300:400) \rightarrow (900:1000) \rightarrow (500:600) \rightarrow (1100:1200) \rightarrow (100:200) \rightarrow (700:800) \rightarrow (500:600) \rightarrow (300:400) \rightarrow (1100:1200) \rightarrow (1300:1400) \rightarrow (100:200) \rightarrow (500:600) \rightarrow (300:400)

These 20 events would result in four non-overlapped sequences of five events (itemsets) each:
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Figure 7: A sequence database with non-overlapped smart home events

The specialty of the Aizo smart home data, that individual events can always be ordered chronologically, results in lists of itemsets which consist always of itemsets that contain only one item (= event).

As mentioned, Chikhaoui, et al (2010) distinguish two different ways to build a sequence database out of the one continuous sequence of smart home data:

- Overlapping patterns / sequences.
- Non-Overlapping patterns / sequences.

The differences between these two kinds can be illustrated with the following figure of some sample 5-event patterns:

Figure 8: The difference between overlapping and non-overlapping patterns

As can be seen from this example, the same events result in a different number of subsequences / patterns, depending on whether they are preprocessed as overlapping or as non-overlapping patterns. While non-overlapping patterns have the advantage that fewer of them exist, which makes the algorithm work faster because it has to process less input, they have the disadvantage that certain patterns are missing. In the above examples these are the overlapping patterns 2 to 5:

- 408:420, 408:421, 408:419, 404:422, 381:423
- 408:421, 408:419, 404:422, 381:423, 381:422
- 408:419, 404:422, 381:423, 381:422, 381:424
- 404:422, 381:423, 381:422, 381:424, 400:420

For the mining process this means that if non-overlapping patterns are produced, the calculated support (count) could be wrong because certain patterns are missed. This can be illustrated with the following example:

<table>
<thead>
<tr>
<th>ID</th>
<th>Sequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>(100:200), (300:400), (500:600), (700:800), (1100:1200)</td>
</tr>
<tr>
<td>S2</td>
<td>(100:200), (500:600), (300:400), (900:1000), (500:600)</td>
</tr>
<tr>
<td>S3</td>
<td>(1100:1200), (100:200), (700:800), (500:600), (300:400)</td>
</tr>
<tr>
<td>S4</td>
<td>(1100:1200), (1300:1400), (100:200), (500:600), (300:400)</td>
</tr>
</tbody>
</table>
As can be seen in the figure above, the first pattern \(395:427, 388:430\) occurs only once as non-overlapping pattern but twice as overlapping pattern. For that reason, if the algorithm is able to deal with the higher amount of patterns, for the area of smart homes overlapping patterns should be preferred over non-overlapping patterns. Only if overlapping patterns are produced from the smart home event data it is assured that all frequent events are found and the support (count) is calculated correctly.

2.7 LITERATURE REGARDING CLOSED / OPEN PATTERNS

Another difference, which has to be considered when dealing with the different frequent sequential pattern mining algorithms, is the one of closed versus open patterns. A good explanation what closed sequential patterns are is provided by (Fournier-Viger, et al., 2013): “A closed sequential pattern is a sequential pattern […] that […] is not strictly included in another pattern having the same support [count]”.

For example, there are three sequential patterns SP1 (4 events), SP2 (3 events) and SP3 (3 events) with the following support counts found by a certain sequential pattern mining algorithm:

<table>
<thead>
<tr>
<th>ID</th>
<th>Event 1</th>
<th>Event 2</th>
<th>Event 3</th>
<th>Event 4</th>
<th>Support count</th>
<th>Closed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP1</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td>700:800</td>
<td>13</td>
<td>Yes</td>
</tr>
<tr>
<td>SP2</td>
<td>300:400</td>
<td>500:600</td>
<td>700:800</td>
<td></td>
<td>13</td>
<td>No, see SP1</td>
</tr>
<tr>
<td>SP3</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td></td>
<td>15</td>
<td>Yes</td>
</tr>
</tbody>
</table>

TABLE 1: COMPARISON OF CLOSED AND OPEN PATTERNS

From those three open patterns, only SP1 and SP3 are also closed patterns because SP2 is strictly included in SP1 and has the same support as SP1. In other words, an open sequential mining algorithm like PrefixSpan would return all three patterns while a closed sequential mining algorithm like BIDE+ would only return SP1 and SP3.

As can be seen from those elaborations, closed sequential pattern mining algorithms normally need less memory because they return less patterns. Additionally, Fournier-Viger, et al. (2013) state that learning closed sequential patterns is often more efficient, meaning less CPU-intensive and therefore faster than discovering all, meaning also the open, patterns. However, from the benchmarks done with the smart home data for this project (see chapter 6) it can be seen that this is not always the case.

2.8 LITERATURE REGARDING WILDCARDED PATTERNS

The idea behind wildcarding patterns is that there could exist interesting patterns which are very similar but vary in a few events (e.g. one or two) and are not considered frequent because of this variation. If a wildcard would replace the event, which is varying, the frequency (the support count) would increase.
and the wildcarded pattern could become frequent. This fact can be illustrated with the following example:

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Event 1</th>
<th>Event 2</th>
<th>Event 3</th>
<th>Event 4</th>
<th>Event 5</th>
<th>Event 6</th>
<th>Support Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td>700:800</td>
<td>900:1000</td>
<td>100:201</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td>700:801</td>
<td>900:1000</td>
<td>100:201</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td>700:802</td>
<td>900:1000</td>
<td>100:201</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>100:200</td>
<td>300:400</td>
<td>500:600</td>
<td>900:1000</td>
<td>100:201</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2: The increase of the support count for wildcarded patterns**

As can be seen, the 6-events patterns 1 – 3 vary only in event 4 but are otherwise identical. If this fourth event would be replaced by a wildcard, in the example the asterisk *, the new wildcarded pattern 4 is created. The support count of pattern 4 is three times as high as the support count for the original patterns 1 - 3. This increase could make a wildcarded pattern a frequent pattern while the original, non-wildcarded patterns themselves are not frequent.

There exist different sequential pattern mining algorithms which offer such wildcarding capabilities, e.g. MAIL by Xie, et al. (2010) and PMBC by Wu, et al. (2013), which both adhere to the one-off condition, or GapBIDE by Li, et al. (2012). The one-off condition as described by Wu, et al. (2013) is not interesting for mining smart home event data. Therefore out of the three wildcarding algorithms mentioned before, GapBIDE, an adaption and enhancement of the previously mentioned BIDE+ algorithm, is the most interesting one for smart home event mining.

### 2.9 Literature regarding multi-agent smart homes

Since it is not enough to only learn frequent and periodic sequential patterns from the smart home inhabitants to achieve the aforementioned positive effects, the mining algorithm has to be implemented in what Wang, et al. (2010) and (2012) call an “intelligent multi-agent control system”. As the name suggests, such a system is composed of multiple agents that each have a distinctive function. The switch agent for example decides when to get the power from the electrical grid (“grid-connected mode”) and when to disconnect from it to receive the power from a power producer attached directly to the smart home like solar panels (“islanded mode”). The intelligence of such a multi-agent system lies in a central coordinator agent which can process outdoor information and inhabitants’ preferences to keep the power consumption low and the comfort level high.

While Wang, et al. (2012) suggest that manually specified preferences are used, this project wants to analyze if and how such preferences in the form of frequent and periodic patterns can also be gained autonomously through frequent and periodic sequential pattern mining.

### 2.10 Theory about data analysis and visualisation

One aspect, which is not addressed by any of the papers mentioned so far, has been brought up by Prof. Dr. Ott (2013) in a discussion about the suitability of algorithms for pattern detection in the smart home environment. He mentioned that the choice of the algorithm should not only be made according to the general needs regarding an algorithm (e.g. pattern recognition) or the field of application (e.g. smart homes) but also based on what the data available for a research project looks like and what information it contains.
For this research project it has been decided that a detailed analysis of the data (including a visualization) shall be done before choosing an algorithm, ensuring that only suitable algorithms will be chosen.

2.11 CONCLUSION OF CHAPTER 2

In this chapter the available literature regarding smart homes and their potential to learn what constitutes as normal behavior of smart home inhabitants was looked at. To achieve that, today’s smart homes have to become even smarter and recognize their inhabitants’ usage patterns of the various appliances. It was recognized that specifying preferences and usage patterns manually is not a good approach and that machine learning in the form of pattern recognition and sequential and periodic pattern mining is needed.

While the literature review showed that a lot of research was and still is being done in the field of smart homes and pattern recognition, there are mainly two aspects that make this research project unique:

1. The projects mentioned in the literature review analyzed only few data for a small period of time or from laboratory installations or data not gathered in smart homes. This means that the efficiency of those algorithms is unknown for mining real-life smart home data. This project on the other hand is analyzing, per smart home, a big amount of real-life data collected over a period of eight months (see also chapter 3.2.5.1). Therefore the algorithms chosen for finding patterns in this research project need to be able to deal with a lot of smart home data in an efficient way. This means that this project has a higher significance regarding real-world applicability of pattern detection in smart homes.

2. Unlike the other projects mentioned in the literature review, this project is finding patterns in data that was collected solely from the usage of appliances. Other projects were enriching the data with additional sensors (e.g. motion sensors) used in the smart home. The installation of such additional sensors is costly and therefore this project wants also to find out, whether or not it is possible to find useful patterns only inside the usage data of appliances and the events like switching on and off that are recorded in a smart home.

These two aspects mentioned above differentiate this project from other work done in the smart home area. Other aspects of the project, however, are influenced by the propositions of the various papers discussed in this chapters. These are mainly the following aspects:

- The idea of a multi-agent system is borrowed from Wang, et al. (2012). One possible scenario is that the multi-agent system is enhanced by an additional agent that learns the patterns and preferences of the smart home inhabitants.


In summary it can be said that what Jahn, et al. (2010) suggest as a next step, that “as smart homes become even more smart, systems could learn over the time and calculate the most efficient ways to configure the home appliance”, is the goal of this research project: to make smart homes smarter by letting them learn the usage patterns of their inhabitants over time.

The choice of the algorithms used for this project shall be influenced by the following criteria:
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- The algorithm has to be able to find patterns in data. To be more precise it has to find
  o frequent sequential patterns and
  o periodic (sequential) patterns.
- It has to be able to deal with wildcards, which should include the possibility
  o to find wildcarded patterns and
  o to output where the wildcard is positioned in the pattern.
- The algorithm should not adhere to the one-off condition.
- The algorithm needs to be able to process the single continuous sequence of data available in a smart home.
- It must be able to deal with a big amount of data, since this project is dealing with a big amount of real-life data.

These criteria and the suitability of the different algorithms can be summarized as follows:

<table>
<thead>
<tr>
<th></th>
<th>Apriori</th>
<th>PrefixSpan</th>
<th>BIDE+</th>
<th>GapBIDE</th>
<th>MAIL</th>
<th>PMBC</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequent sequential pattern mining</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Periodic pattern mining</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Wildcards (1)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Output wildcard position (2)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>No adherence to one-off condition</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Single sequence as input (3)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Efficiency for smart home events (4)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

**Figure 10: The evaluation criteria for the algorithms**

1 PrefixSpan and BIDE+ only support pseudo-wildcarding, which can neither be deactivated nor controlled regarding the length of the wildcards.

2 The ability of MAIL and PMBC to output the positions of wildcards is unknown.

3 All listed algorithms (except MAIL, which accepts a single sequence as input) can deal with the single continuous input sequence of smart home data only after it was preprocessed.

4 For all algorithms their efficiency in real-life smart home data is unknown. Additionally, for genetic algorithms it is questionable if they can really find all the patterns in an efficient way.

In theory, these criteria can be fulfilled (to different degrees) by both, deterministic as well as heuristic algorithms. If deterministic algorithms like the Apriori-inspired algorithms prove to be too slow to mine a lot of power consumption or event data, a heuristic algorithm could be a viable option to speed up the mining process. This because a deterministic algorithm like Apriori works fundamentally different than a heuristic / stochastic algorithm like GA: the Apriori is creating a complete tree containing all the possible frequent patterns and checks for all the nodes (except for the ones that can be pruned, in Figure 11 this would be the pattern ABCD) of this tree, this means for all potential frequent patterns, whether they in fact are frequent. This is done in a predefined (deterministic) way, which means that the second node is checked after the first node, the third after the second node and so on. The GA on the other hand
is roaming around the space of all possible solutions in a random (stochastic) way and checks these random possible solutions for their support (for an illustration, see the sequence no. of the frequent pattern search in Figure 11). As a heuristic algorithm, the GA does not check all the possible frequent patterns.

This means that it is not sure that a GA finds every frequent pattern as opposed to the Apriori, which guarantees to find all frequent patterns, which is a disadvantage of GA / an advantage of Apriori. However, Ghosh, et al. (2010) hinted that it is sufficient to use GA for frequent pattern recognition. On the other hand, GA needs less memory for storing the different individuals than Apriori needs for its tree and it is possible that it consumes less CPU time, which are advantages of GA / disadvantages of Apriori.

The difference between a deterministic / the Apriori algorithm and a heuristic / a genetic algorithm when dealing with the problem of finding patterns can also be illustrated as follows:

**Figure 11: The difference between Apriori and GA regarding finding patterns**
As can be seen from the literature review done for this research project, in general both Apriori-inspired algorithms employing pruning technics (deterministic) as well as genetic algorithms (heuristic) are suitable for finding frequent patterns in large datasets. However, to look at heuristic algorithms makes only sense if the deterministic algorithms are too slow to find sequential patterns in the power consumption or event data because otherwise the aforementioned disadvantages of heuristics (mainly that the algorithm may get stuck at a local maximum and therefore not find the global maximum, which means that it does not find all patterns) outweigh their advantages. Since this project was successful at mining sequential patterns with deterministic algorithms (see chapters 5 and 6), heuristic algorithms were not looked at during the implementation.

3  RESEARCH DESIGN

3.1  INTRODUCTION TO CHAPTER 3

This third chapter is dealing with aspects of the different research designs that can be chosen for a master thesis in general and the one that was chosen for this particular thesis. Each different aspect of the research design is addressed in a separate sub-chapter.

The choice of the correct research design is important for the success of a research project and has therefore to be considered carefully.

3.2  THE RESEARCH DESIGN OF THIS MASTER THESIS

When planning and designing a research project like for example a master thesis, various aspects have to be considered. Saunders, et al. (2009, pp. 108) have grouped those aspects in their research onion:
Each of the five dimensions of the research onion is going to be described in the following sub-chapters.

3.2.1 RESEARCH PHILOSOPHIES

As explained by Saunders, et al. (2009) the research philosophies deal with the stance a researcher can take. Classically, four different kinds of researchers are distinguished:

- Positivists
- Interpretive researchers
- Direct realists and critical realists (realism)
- Pragmatists

While a positivist is answering questions along the lines of “Are you currently unemployed?” an interpretive researcher tries to answer questions like “How do you feel about being unemployed?”. In other words, a positivist believes an objective viewpoint can be taken and that only observable phenomena provide credible data while an interpretivist is more of the opinion that it is necessary to understand and pay attention to social factors, too, which results in more subjective research (Saunders, et al., 2009, pp. 113 - 119).

Realism is similar to the stance a positivist takes and “assumes a scientific approach to the development of knowledge” (Saunders, et al., 2009, pp. 114). However, while the positivist undertakes research in a value-free way, direct as well as critical realists’ research is value laden and biased by the researcher’s world view (Saunders, et al., 2009, pp. 119).

A pragmatist is convinced that it is possible and useful to adopt different stances in one and the same research project if different research questions ask for different philosophies (Saunders, et al., 2009, p. 109).

In addition to these four philosophies mentioned in the research onion above, there is a fifth called design science research, which was introduced by Vaishnavi and Kuechler (2004). They characterize it as „yet another 'lens' or set of analytical techniques and perspectives (complementing the Positivist and Interpretive perspectives) for performing research in information systems“. Design science research is concerned with the design of artifacts, e.g. a new algorithm.

3.2.1.1 THE RESEARCH PHILOSOPHY OF THIS PROJECT

Since the goal of this research project is to design and implement prototypes that are able to detect frequent and periodic sequential usage patterns of smart home inhabitants, this research’s underlying philosophy is design science research. The design-centric idea behind this philosophy is the most fitting for a research project such as this one, where the design (and development) of an artefact is the targeted end result.

3.2.2 RESEARCH APPROACHES

There are two different and opposite approaches that can be taken in research: one is the so-called deductive approach, the other is the inductive approach.

Saunders, et al. (2009, pp. 124) write that deduction “is the dominant research approach in the natural sciences”. According to them deductive research normally progresses in a five step approach:

1. Deduce a hypothesis from a theory.
2. Express the hypothesis in operational terms by indicating exactly how variables are measured.
3. Test this operational hypothesis.
4. Examine the outcome.
5. If necessary, modify the theory / hypothesis in the light of the findings and repeat the whole cycle.

Induction is the opposite of deduction and can be seen as bottom-up approach (Trochim, 2006):

\[ \text{Observation} \rightarrow \text{Tentative Hypothesis} \rightarrow \text{Pattern} \rightarrow \text{Theory} \]

**Figure 13: Induction as a Bottom-up Approach According to Trochim (2006)**

Induction is mainly concerned with building a theory. While deduction is a highly structured approach and deals with collecting quantitative data, induction normally collects qualitative data and offers more flexible structures in a research project (Saunders, et al., 2009, pp. 127). One of the goals of the inductive approach is to “get a feel of what is going on, so as to understand better the nature of the problem” (Saunders, et al., 2009, pp. 126).

Trochim (2006) adds that “inductive reasoning […] is more open-ended and exploratory” and notes that often research projects are neither 100% deductive nor 100% inductive but mix the two approaches: “Even though a particular study may look like it's purely deductive […], most […] research involves both inductive and deductive reasoning processes at some time in the project”.

3.2.2.1 THE RESEARCH APPROACH OF THIS PROJECT

At the beginning, this research project is following a bottom-up approach. This means that first of all the researcher needs to get a feeling for and understanding of the problem at hand. Via the detection of patterns (in the power consumption and event data), the theory, meaning working software prototypes, is derived. Since not all the important criteria can be known beforehand, the best approach is to test it out. Therefore the research approach chosen for this research project is an inductive one for the first part of the project.

However, as mentioned by Trochim (2006), also this research project is not following the inductive approach exclusively: the derived theory in form of different software prototypes is tested and benchmarked in a deductive approach in the second part of the project.

To summarize things up, it can be said that detecting the usage patterns and preferences is an inductive approach while the benchmarking of the different prototypes follows more the deductive approach.
3.2.3 Research Strategies

According to the research onion, the first possible strategy are experiments. They often involve an experimental and a control group and the differences of variables are analyzed as shown in the following Figure (Saunders, et al., 2009, pp. 142):

![Figure 14: A classical experiment strategy according to Saunders, et al. (2009)](image)

In the field of information systems one form of experiments are benchmarks to compare different solutions. Such benchmarks can either be used to measure the performance of a newly designed solution against a standard or against other variations of the new solution (e.g. designing different prototypes that implement different algorithms and then benchmark them against each other).

Another strategy are surveys where the researcher often uses questionnaires to gather data from large groups in a standardized and systematic way. This gathered data is evaluated to find patterns and relationships between variables, which then in turn have to be interpreted to e.g. build models of these relationships (Saunders, et al., 2009, pp. 144-145).

The third strategy are case studies, which are of particular interest to researchers that wish to gain a rich understanding of the context of the research and often “generate[…] answers to the question ‘why?’” (Saunders, et al., 2009, p. 146). Additionally, it is likely that researches employing the case study strategy need multiple sources of data for finding answers.

Action research is yet another strategy that can be chosen. Saunders, et al. (2009, p. 147) state that “the implications of change together with those who experience the issues directly” is often studied. In the field of business information systems this could be done e.g. by acceptance tests of a newly developed software or GUI. Another very typical characteristic of action research is the collaboration of researchers with practitioners (Saunders, et al., 2009, p. 147).

Grounded theory, as described by Saunders, et al. (2009, pp. 148-140), has no initial framework regarding a theory. Rather the theory is developed from an initial data collection and then, in a next step, tested with further observations through data gathering. Grounded theory therefore can be looked at as a combination of the deductive and inductive approach.

In Ethnography, which is not a very dominant research strategy according to Saunders, et al. (2009, p. 150), a researcher is trying to gain insights into the social world of the people which are involved in his or her particular research subject. Additionally, the researcher wants to understand the context of the research from the perspective of the involved people.
The final strategy mentioned in the research onion is called archival research. It is the analysis of secondary data (data originally collected for a different purpose than the archival research project) and aims at answering questions of changes over time. Saunders, et al. (2009, pp. 150) argue that missing or inaccessible data is a big problem when it comes to archival research.

In addition to the research strategies mentioned in the research onion, there is also design research. Researchers that follow the design research approach by Vaishnavi and Kuechler (2004) do the following: after becoming aware of a problem they suggest and develop a solution that is then evaluated and a conclusion is drawn.

3.2.3.1 THE RESEARCH STRATEGY OF THIS PROJECT

The research strategy of this project looks as follows: after identifying the problem (that it is necessary to have an algorithm, which is able to find frequent and periodic sequential patterns inside the big amount of power consumption and event data collected in a smart home) a tentative design is suggested and a prototype for pattern detection is developed. After that, the prototype’s performance is measured and evaluated. The cycle of tentative design, development and evaluation is repeated until a satisfactory conclusion can be drawn:

Patterns in smart home data reflect the inhabitants’ behavior and implicitly (to a certain degree) their preferences. To find these patterns an algorithm for sequential pattern mining is needed.

Suggest a possible tentative design, e.g. propose to use a modified version of Apriori or BIDE+ to find sequential patterns.

Build a prototype (= artefact) that is applied to the available data.

Evaluate the prototype’s performance (and if necessary repeat the cycle).

Finally come to a conclusion (and if necessary repeat the cycle).

As can be seen from the above elaborations, this research project follows the ideas of design research.

In addition to that, for the evaluation of the different prototypes, the benchmarking approach suggested by the research strategy “experiments” is used, which results in the combination of design research and experiments for this research project.
3.2.4 TIME HORIZONS

Regarding the time horizon, researchers can choose between two alternatives: cross-sectional or longitudinal studies. While cross-sectional studies have to be understood as a snapshot taken at a certain point in time, longitudinal studies can be compared to a diary: they record data over a longer period of time. A big benefit of longitudinal studies over cross-sectional studies is that they allow the study of changes and developments over time (Saunders, et al., 2009, p. 155).

However, the choice of a longitudinal study has the implication that it has to be started with plenty of time still available on the timeline of the research project.

3.2.4.1 THE TIME HORIZON OF THIS PROJECT

Since this project wants to find a baseline of smart home inhabitants’ usage patterns and preferences it would not be appropriate to mine patterns in a dataset which spans just a few hours or days, which would be the case if a cross-sectional time horizon was chosen. The much better approach is to mine for the patterns in a data set which spans several months and therefore allows to make a meaningful statement regarding the possibility of finding the usage patterns in an autonomous way.

Additionally, the aspect of mining for periodic sequential patterns is only possible if a longitudinal horizon is chosen because certain periodic patterns, which occur seldom, could not be detected in a dataset consisting of only a short time of power consumption and event data.

Finally it can be said that the often mentioned problem of too little time for a longitudinal horizon does not apply to this project because the data already exists (for details, see the chapter 3.2.5.1).

3.2.5 DATA COLLECTION METHODS

The innermost layer of the research onion is dealing with the different data collection methods. There are mainly five different methods to consider:

- Secondary data
- Observation
- Interviews
- Questionnaires
- Sampling

When thinking about data collection, often the first thing that comes to mind is collecting new data (so-called primary data) that fits exactly to the specific needs of a certain research project. However, often secondary data, that is data already collected for some other purpose, can be very useful for researchers (Saunders, et al., 2009, p. 256). Examples of such secondary data include sales figures, minutes of meetings or usage data and can either be available publicly or only inside the boundaries of the company that collected the data. In the latter case, access to the data has to be negotiated as part of the research project (Saunders, et al., 2009, p. 257).

Another method to collect data is through so-called observation. Saunders, et al. (2009, p. 288) characterize observation as “the systematic […] recording, description, analysis and interpretation of people’s behavior”. This could be for example achieved via attending a meeting and observing how the participants behave.
In a research project, interviews are often used for data collection. Interviews are dialogues between people to obtain specific information. For Saunders, et al. (2009, pp. 318-342) it is advisable to prepare an interview in detail and plan things like how to record the data and information shared by the interviewee. Additionally one should be sure to ask the right kind of questions (e.g. open versus closed questions) and verify that one understands what the interviewee said (e.g. by asking probing questions or by rephrasing his / her responses). Furthermore the interview should be scheduled and, if beneficial, the questions handed out in advance. Another important aspect is the preparation of the researcher for difficult situations during the interview like participants that are unwilling to disclose information, begin to cry because they feel threatened or criticize the researcher to show off their knowledge.

A questionnaire is defined by DeVaus (2002) as “all techniques of data collection in which each person is asked to respond to the same set of questions in a predetermined order”.

Since it often is not possible or practical to collect the data of an entire population (census), sampling comes into play. It allows to get a representative amount of data for a population without the need to gather all the data of the whole population. Sampling can be combined with any of the aforementioned data collection methods like interviews or questionnaires (Saunders, et al., 2009, pp. 210-213).

For much more details about the available data collection methods, see the very informative chapters 7 through 11 of Saunders, et al.’s Research Methods for Business Students (2009).

3.2.5.1 THE DATA COLLECTION METHOD OF THIS PROJECT

The data necessary for this research project was collected by Aizo, the Swiss company that produces the so-called digitalSTROM components for home automation. It is available as secondary data to this project via the signing of a non-disclosure agreement between the researcher and Aizo.

Secondary data as a data collection method and the concrete data of Aizo was chosen because it offers hard evidence collected in real-life smart homes in a large enough amount that allows to find patterns in it. This was a crucial characteristic for the data needed for this project. While interviews and especially questionnaires would have allowed to gather some of the data available as secondary data, they would have been most probably incomplete because the smart home inhabitant as a human could never have been as precise and complete as the data gathered by a machine (in this case the digitalSTROM components).

Another argument for secondary data as the collection method was the time horizon (see the chapter 3.2.4.1): while observations would have been a possibility to gain access to the needed data (e.g. by observing the day-to-day lives of smart home inhabitants) the time horizon of the master thesis of about six months would not have permitted it to gather primary data from a long enough period to be able to observe periodic patterns which have a big time span between the occurrences.

The available secondary data contains all the usage patterns and detailed electricity consumption data of about 20 private households over a period of eight months.

In addition to negotiating access to the aforementioned secondary data, the researcher wrote down what typical patterns he expected to find in the data based on his own experience and life style. This can be regarded as a special kind of interview where the interviewer answers the questions him- / herself. The answers were used in the initial manual data analysis to have a starting point for looking for patterns.
3.2.6 DATA EVALUATION METHODS

The last aspect addressed by the research onion is the data evaluation. After having defined how the data is collected with one of the aforementioned data collection methods, it is important for a researcher to think about how he/she can analyze and evaluate the available data. For that analysis two opposite strategies exist:

- Analyzing quantitative data
- Analyzing qualitative data

Saunders, et al (2009, p. 482) are of the opinion that the following three criteria are the most distinguishing features of quantitative and qualitative data:

<table>
<thead>
<tr>
<th>Quantitative data</th>
<th>Qualitative data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based on meanings derived from numbers</td>
<td>Based on meanings expressed through words</td>
</tr>
<tr>
<td>Collection results in numerical and standardized data</td>
<td>Collection results in non-standardized data requiring classification into categories</td>
</tr>
<tr>
<td>Analysis conducted through the use of diagrams and statistics</td>
<td>Analysis conducted through the use of conceptualization</td>
</tr>
</tbody>
</table>

**TABLE 3: DIFFERENCE BETWEEN QUANTITATIVE AND QUALITATIVE DATA (SAUNDERS, ET AL., 2009)**

As the name suggests, analyzing quantitative data is needed to “make [quantitative data] useful, that is, to turn them into information” (Saunders, et al., 2009, p. 414). Quantitative data is represented as numerical data and aims at generalizing empirical facts (Boutellier & Gassmann, 2010, p. 2). This is done by using tables, diagrams or statistical techniques and supported by software like Excel, R or SPSS (Saunders, et al., 2009, p. 415).

The opposite of quantitative data is qualitative data. Qualitative data refers to all non-numerical data and data that cannot be quantified, e.g. meeting notes, a list of responses or entire policy documents (Saunders, et al., 2009, p. 480). The analysis of qualitative data can be assisted by so-called computer aided qualitative data analysis software (CAQDAS). However, Saunders, et al., (2009, p. 481) mention that such software is not available for all different research scenarios and researchers and that the analysis of qualitative data is, also nowadays, often still done without the aid of computers.

3.2.6.1 THE DATA EVALUATION METHOD OF THIS PROJECT

The secondary data from Aizo that is available for this project is clearly quantitative data. It consists of hundreds of megabytes of numerical data stored in different tables in a relational database.

However, the first part of this research project is to get acquainted with and a feeling for the problem at hand, its characteristics and what the numerical representations in the data mean in terms of usage and preferences of the Smart Home users. For that it is also necessary to have a look at only a few very specific situations and usage patterns that can be found in all the quantitative data. This few but typical patterns form a small subset of the available data are going to be analyzed thoroughly: not on their numeric representation inside the whole data collection but on what their meaning is regarding the behavior of the Smart Home inhabitants. The design and development of the different prototypes depends heavily on the insights gained from this initial analysis of qualitative data.
Additionally, after the prototypes are developed, quantitative data analysis will be done in the form of experiments and the goal is to assess the performance of the different prototypes when mining usage patterns.

Therefore this research project has both aspects, the ones from analyzing quantitative data as well as the ones from analyzing qualitative data.

### 3.2.7 The Research Plan

When summarizing all the chosen aspects, the research onion of this project looks as follows:

![Research Onion Diagram](image)

**Figure 16: The research onion of this research project**

This in turn leads to the following research plan:
The plan for this research project depicted above is based on the research process as proposed by Saunders, et al. (2009, pp. 11) as well as the design research approach by Vaishnavi and Kuechler (2004):

- The first step is the rough planning of the whole research project and to define the research topic via the thesis statement, the scope and limitation, etc. Its goal is to narrow down the rough boundaries and goals of the research project.
- This is followed by a thorough literature review to analyze work that was done previously in the field of (sequential) pattern recognition in the smart home environment. The goal of this step is to get familiarized with the topic and its problems and to already gain some insights and ideas how to tackle the concrete problem at hand.
- The third step deals with the detailed planning, mainly the research design and the structure of the report but also with a more detailed definition of the research questions derived from the thesis statement. It shall ensure that the research project is well planned and not done in an entirely ad-hoc fashion. This is the third and last step of the preparations for this research project.
- After that the first part of the actual research is the gathering and preparing of the secondary data as well as the setting up of the development environment for the prototypes. The goal is to have a suitable and working environment for the remainder of the master thesis and to lay the groundwork for a good design, implementation and evaluation of the prototypes.
- Next the secondary data has to be analyzed in depth and visualized. That the researcher gets familiar with the data and its details is the main goal of this step and an additional benefit is the visualization of the data that helps presenting the data in the final report. Additionally, it is planned to test various theories formed independently of the data.
• After getting familiar with the data, the sixth step is to propose and design a prototype. The insights gained from the previous parts of the research is crucial here and algorithms best fit to the specific data available for this project will be proposed. This shall ensure that not just a randomly chosen algorithm, possibly one that does not fit the data, is used in this research project.
• The seventh step called “implement prototype” is concerned with the actual realization of the prototype according to the design done previously. The goal of this is self-explanatory: build a running prototype.
• After building the prototype it is evaluated in the eighth step. For that, experiments with different parameter settings will be used. Doing experiments is an essential contribution towards the overall goal of finding the best algorithm for this research project, meaning the algorithm that performance the best with the specific data available to this project. Steps six, seven and eight can be repeated multiple times for the different algorithms which are compared regarding their performance as part of this research project.
• The final part of the research project is dealing with coming to the conclusion of the master thesis and finishing up the project report before it can be handed in to the supervisors as well as presented and defended at the master thesis defense. The goal of this step is to ensure that there is still time left after the implementation and evaluation to finish the research project in a proper way and write a high quality paper / final report.

3.3 CONCLUSION OF CHAPTER 3

In this chapter the research methodology chosen for this project as well as the theoretical background for the choice is provided. The goal of this chapter is to elaborate what is done when and to provide a rational for the proposed approach. This goal is achieved via the research plan and its description in the previous subchapter.
4 ANALYSIS OF THE DATA

4.1 INTRODUCTION TO CHAPTER 4

The following fourth chapter is the first one dealing with the actual research and addresses the need for an in-depth data analysis. The goal of this analysis is for the researcher to get to know the available secondary data for this research project and to answer the first two research questions:

1. What exactly is a pattern and what kind of patterns exist inside the data?
2. What regularities do the patterns have?

This helps to prove (or disprove) the thesis statement. The following sub-chapters are presenting the results of the data analysis.

4.2 THE ERD OF THE POWER CONSUMPTION & EVENTS DATABASE

The ERD of the database storing the power measurements and events looks as follows:

![Erdoaal Power Consumption & Events Database](image)

**Figure 18: ERD of the Available Power Consumption and Events Database**

For this research project, the tables power_measurements and events are the most important ones:

- To find power consumption patterns, the data inside the power_measurements table have to be analyzed with the following SQL query, which aggregates the attribute avg_power:

```sql
SELECT pm.time, SUM(pm.avg_power)
FROM power_measurements AS pm
WHERE inst_id = [smart_home_id]
AND time BETWEEN [start] AND [end]
GROUP BY time
ORDER BY time
```
The results of such an analysis for one week and one smart home looks something like this:

![Power consumption measurements for a smart home](image)

**Figure 19:** Example of a pattern inside the `power_measurements` table

- The event patterns can be found inside the events table by analyzing the attributes `event_source_id` (where the activity was triggered, e.g. the light switch in the bed room) and `scene_id` (what was triggered, e.g. on or off) ordered chronologically and by `event_id`. In addition to the table events, which holds the vast majority of all event information, there are special cases where some event information is recorded in the tables `app_button_clicks` and `sensor_events`. To be able to analyze these events as well, a UNION is used. And finally it is necessary to excluded non-user-events, which are necessary for the Aizo digitalSTROM components to work correctly, but are not interesting for this research project. To analyze such patterns the following SQL query can be used:

```sql
SELECT e.start_time, e.event_source_id, e.scene_id AS 'scene-click-sensor-id', e.event_id
FROM events AS e, event_sources AS es, event_source_types AS est
WHERE inst_id = [smart_home_id]
AND e.event_source_id = es.event_source_id
AND es.event_source_type_id = est.event_source_type_id
AND est.name != 'SERVER_EVENT' AND e.scene_id IS NOT NULL

UNION

SELECT e.start_time, e.event_source_id, e.scene_id AS 'scene-click-sensor-id', e.event_id
FROM events AS e, event_sources AS es, server_event_types AS [set],
interface_types AS it
WHERE inst_id = [smart_home_id]
AND e.event_source_id = es.event_source_id
AND es.event_source_id = [set].event_source_id
AND [set].interface_id = it.interface_id
AND it.name = 'JSON'

UNION

SELECT e.start_time, e.event_source_id, abc.click_type_id AS 'scene-click-sensor-id', e.event_id
FROM events AS e INNER JOIN app_button_clicks AS abc ON e.event_id = abc.event_id
WHERE abc.click_type_id != '0' --exclusion of strange outliers
```
AND inst_id = '[smart_home_id]

UNION

SELECT e.start_time, e.event_source_id, se.sensor_event_id AS 'scene-/click-/sensor-id', e.event_id
FROM events AS e INNER JOIN sensor_events AS se ON e.event_id = se.event_id
WHERE inst_id = '[smart_home_id]

ORDER BY e.start_time, event_id --event_id needed for events at the same sec

One example for a six-events pattern in smart home no. 6, which is found by executing the above query, looks as follows:

<table>
<thead>
<tr>
<th>start_time</th>
<th>event_source_id</th>
<th>scene_id</th>
</tr>
</thead>
</table>

**Table 4: Example of a 6-events pattern found in the events table**

4.3 **THE DEFINITION OF A PATTERN FOR THIS RESEARCH PROJECT**

Based on the above analysis of the ERD, a pattern in the context of this research project is:

_A combination of the same single events in the same order._

For example, the following six events make up one pattern: Switch 377: Mood1 (scene_id 434) -> Switch 381: Mood2 (scene_id 424) -> Switch 381: Off (scene_id 422) -> Switch 377: Off (scene_id 436) -> Switch 381: Mood2 (scene_id 424) -> 381: Off (scene_id 422)

As mentioned in the chapter 4.2 the information about this kind of pattern can be found inside the events, app_button_clicks and sensor_events tables.

Also as mentioned above, the other kind of pattern is found in the power_measurements table. These patterns are the ones of the power consumption per smart meter in Watt. What is considered a pattern in this context is highlighted in red below. The particular pattern in the example is repeated two times:
For both, event as well as power measurement patterns, two different regularities could be found in the data from Aizo and can be distinguished for the remainder of this research project:

- Frequent patterns, i.e. patterns that occur significantly more often than other patterns or single events.
- Periodic patterns, i.e. patterns that are not frequent but that reoccur at always the same intervals.

This finding regarding regularities matches with what Rashidi and Cook (2009) found in their smart home data.

4.4 INITIAL ANALYSIS AND VISUALIZATION OF THE DATA

To get an impression of relationships and connections in the available data, an initial analysis of them was needed. This initial analysis wanted to answer the following questions, which are thought interesting by the researcher:

- What is the total number of power measurements for each smart home?
- What is the total number of events for each smart home?
- How many events are there per event type (this is a specialty of the Aizo components, which distinguish so-called event types. Different event types can e.g. be lighting, shading or climate)?
- Which is the most promising smart home regarding patterns?

4.4.1 NUMBER OF EVENTS PER SMART HOME

To analyze the available events, the following SQL query can be used:

```sql
SELECT e.inst_id AS "Smart home no.", COUNT(event_id) AS "Event count"
FROM events AS e
GROUP BY e.inst_id,
ORDER BY e.inst_id
```

The results of this query look as follows:
TABLE 5: NO. OF EVENTS PER SMART HOME

The above results presented as a column chart look as follows:

![Event count per smart home](image)

**FIGURE 21: NO. OF EVENTS PER SMART HOME**

The number of recorded events in the database varies greatly. The implication here is that the time for mining might vary greatly depending on which smart home is mined since the run time is expected to depend on the number of events that have to be processed.

### 4.4.2 NUMBER OF EVENTS PER EVENT TYPE

Since the event data inside the database is categorized according to different event types, it can be analyzed per type. For this purpose, the following SQL query was used:

```sql
SELECT g.name AS "Event type", COUNT(event_id) AS "Event count"
FROM events e
INNER JOIN scenes s ON e.scene_id = s.scene_id
INNER JOIN groups g ON s.group_id = g.group_id
GROUP BY g.name, g.color
```
If above query is executed, the results look as follows:

<table>
<thead>
<tr>
<th>Event type</th>
<th>Event count</th>
<th>Event type</th>
<th>Event count</th>
<th>Event type</th>
<th>Event count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio</td>
<td>5'369</td>
<td>Climate</td>
<td>5'428</td>
<td>Security</td>
<td>81</td>
</tr>
<tr>
<td>Broadcast</td>
<td>167'253</td>
<td>Lighting</td>
<td>625'366</td>
<td>Video</td>
<td>5'524</td>
</tr>
<tr>
<td>Joker</td>
<td>12</td>
<td>Shading</td>
<td>59'242</td>
<td>Access</td>
<td>21</td>
</tr>
</tbody>
</table>

**TABLE 6: NO. OF EVENTS PER EVENT TYPE**

The resulting column chart looks as follows:

**FIGURE 22: NO. OF EVENTS PER EVENT TYPE**

As can be seen, lighting events are by far the ones that happen most often followed by events for which the type is unknown. For this research project this is of little consequence, however, since the goal is to find patterns and such patterns exist also inside the big amount of lighting events and the events for which the type is unknown.

Additionally the distribution of the different event types at the different smart homes was analyzed. For that, the events were grouped by type and smart home with the following SQL query, which only includes manual events:

```sql
DECLARE @group_id int
DECLARE smart_homes_cursor CURSOR FOR
    SELECT DISTINCT group_id
    FROM groups
    ORDER BY group_id
OPEN smart_homes_cursor
FETCH NEXT FROM smart_homes_cursor
INTO @group_id
WHILE @@FETCH_STATUS = 0 BEGIN
    DECLARE @group_id int
    DECLARE smart_homes_cursor CURSOR FOR
        SELECT DISTINCT group_id
        FROM groups
        ORDER BY group_id
    OPEN smart_homes_cursor
    FETCH NEXT FROM smart_homes_cursor
    INTO @group_id
    WHILE @@FETCH_STATUS = 0 BEGIN
```
SELECT e.inst_id AS "Smart home", COUNT(event_id) AS "Event count"
FROM groups AS g
FULL OUTER JOIN scenes AS s ON s.group_id = g.group_id
FULL OUTER JOIN events AS e ON e.scene_id = s.scene_id
FULL OUTER JOIN event_sources AS es ON e.event_source_id = es.event_source_id
WHERE g.group_id = @group_id
AND es.event_source_type_id != '0' -- EXCLUSION OF SERVER_EVENT
GROUP BY e.inst_id
UNION
SELECT e.inst_id, 0
FROM events e
WHERE e.inst_id NOT IN
(
    SELECT DISTINCT e.inst_id
    FROM groups AS g
    FULL OUTER JOIN scenes AS s ON s.group_id = g.group_id
    FULL OUTER JOIN events AS e ON e.scene_id = s.scene_id
    FULL OUTER JOIN event_sources AS es ON e.event_source_id = es.event_source_id
    WHERE g.group_id = @group_id
    AND es.event_source_type_id != '0' -- EXCLUSION OF SERVER_EVENT
    GROUP BY e.inst_id
)
ORDER BY "Smart home"
FETCH NEXT FROM smart_homes_cursor
INTO @group_id
END
CLOSE smart_homes_cursor
DEALLOCATE smart_homes_cursor

--- AND ---

SELECT inst_id AS "Smart home", COUNT(event_id) AS "Event count"
FROM events AS e
INNER JOIN event_sources AS es ON e.event_source_id = es.event_source_id
WHERE scene_id IS NULL
AND es.event_source_type_id != '0' -- EXCLUSION OF SERVER_EVENT
GROUP BY e.inst_id
UNION
SELECT DISTINCT e.inst_id, 0
FROM events AS e
WHERE e.inst_id NOT IN
(
    SELECT e.inst_id
    FROM events AS e
    INNER JOIN event_sources AS es ON e.event_source_id = es.event_source_id
    WHERE e.scene_id IS NULL
    AND e.scene_id IS NULL
    AND es.event_source_type_id != '0' -- EXCLUSION OF SERVER_EVENT
    GROUP BY inst_id
)
ORDER BY "Smart home"

The following table represents the consolidation of the different result sets:
## Analysis of the data

### Table 7: No. of manual events per event type and smart home

<table>
<thead>
<tr>
<th>Smart Home</th>
<th>Broadcast</th>
<th>Lighting</th>
<th>Shading</th>
<th>Climate</th>
<th>Audio</th>
<th>Video</th>
<th>Security</th>
<th>Access</th>
<th>Joker</th>
<th>Unknown</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>6'574</td>
<td>30'501</td>
<td>4'523</td>
<td>0</td>
<td>38</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>115</td>
<td>41'753</td>
</tr>
<tr>
<td>3</td>
<td>882</td>
<td>4'840</td>
<td>87</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6'771</td>
</tr>
<tr>
<td>5</td>
<td>33'807</td>
<td>11'497</td>
<td>2'639</td>
<td>12</td>
<td>985</td>
<td>290</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>68'291</td>
</tr>
<tr>
<td>6</td>
<td>494</td>
<td>8'856</td>
<td>202</td>
<td>126</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
<td>9'684</td>
</tr>
<tr>
<td>7</td>
<td>273</td>
<td>793</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>56</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1'122</td>
</tr>
<tr>
<td>9</td>
<td>2'510</td>
<td>4'394</td>
<td>0</td>
<td>318</td>
<td>10</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>3'905</td>
<td>11'140</td>
</tr>
<tr>
<td>10</td>
<td>9'274</td>
<td>70'720</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>79'994</td>
</tr>
<tr>
<td>11</td>
<td>3'578</td>
<td>50'127</td>
<td>9'523</td>
<td>51</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>318'563</td>
<td>381'852</td>
</tr>
<tr>
<td>17</td>
<td>12'992</td>
<td>13'658</td>
<td>7'296</td>
<td>0</td>
<td>286</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>116</td>
<td>34'348</td>
</tr>
<tr>
<td>18</td>
<td>3'219</td>
<td>31'622</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>29'066</td>
<td>63'922</td>
</tr>
<tr>
<td>20</td>
<td>495</td>
<td>13'113</td>
<td>765</td>
<td>221</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19'314</td>
<td>33'908</td>
</tr>
<tr>
<td>23</td>
<td>11'460</td>
<td>40'016</td>
<td>831</td>
<td>6</td>
<td>1'304</td>
<td>696</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4'929</td>
<td>59'242</td>
</tr>
<tr>
<td>24</td>
<td>4'735</td>
<td>15'483</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20'218</td>
</tr>
<tr>
<td>26</td>
<td>2'627</td>
<td>7'234</td>
<td>0</td>
<td>22</td>
<td>31</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9'914</td>
</tr>
<tr>
<td>28</td>
<td>3'986</td>
<td>20'663</td>
<td>0</td>
<td>0</td>
<td>802</td>
<td>2'172</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>38'039</td>
<td>65'673</td>
</tr>
<tr>
<td>30</td>
<td>6'885</td>
<td>25'655</td>
<td>3'763</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2'044</td>
<td>38'349</td>
</tr>
<tr>
<td>34</td>
<td>67</td>
<td>745</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>313</td>
</tr>
<tr>
<td>39</td>
<td>2'654</td>
<td>21'606</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>71</td>
<td>24'331</td>
</tr>
<tr>
<td>40</td>
<td>8'887</td>
<td>9'409</td>
<td>0</td>
<td>0</td>
<td>410</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4'856</td>
</tr>
<tr>
<td>50</td>
<td>2'538</td>
<td>17'751</td>
<td>392</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7</td>
<td>20'720</td>
</tr>
<tr>
<td>54</td>
<td>9'829</td>
<td>36'266</td>
<td>2'332</td>
<td>2</td>
<td>0</td>
<td>247</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13'176</td>
<td>61'852</td>
</tr>
<tr>
<td>55</td>
<td>8'155</td>
<td>19'193</td>
<td>1'921</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10'869</td>
<td>40'138</td>
</tr>
<tr>
<td>56</td>
<td>1'254</td>
<td>12'300</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>13'554</td>
</tr>
<tr>
<td>94</td>
<td>242</td>
<td>3'919</td>
<td>27</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>209</td>
</tr>
<tr>
<td><strong>ALL</strong></td>
<td><strong>137'417</strong></td>
<td><strong>470'361</strong></td>
<td><strong>34'301</strong></td>
<td><strong>793</strong></td>
<td><strong>3'866</strong></td>
<td><strong>3'486</strong></td>
<td><strong>5</strong></td>
<td><strong>11</strong></td>
<td><strong>0</strong></td>
<td><strong>465'621</strong></td>
<td><strong>1'115'861</strong></td>
</tr>
</tbody>
</table>

Table 7: No. of manual events per event type and smart home
This table can be normalized, and a stacked column chart of these normalized values looks as follows:

**Figure 23: Manual Events per Type and Smart Home (Normalized)**

As can be seen, the two major event types, lighting and unknown, make up the main part of events in every smart home except for no. 5 and 17. These two exceptions have to be regarded as coincidental if one keeps the overall result from all smart homes in mind.

The previous statement therefore holds still true: the patterns have to be found mainly in the lighting event group or in the group of unknown events for this research project.

### 4.4.3 The Most Promising Smart Home Regarding Patterns

Based on above analysis and additional criteria, the most promising smart home for initial pattern detection was looked for. The criteria for the choice of such a model smart home included:

- A big range of power measurements since this would indicate a high variance of use of appliances.
- An above-average value for the average power consumption to be sure to exclude smart homes with only a few appliances connected to the installed smart meters.

Additional criteria for finding a short range of time, e.g. one day, which could be analyzed in a first manual data mining session, had to be specified to cope with the high amount of available data per smart home since it is not feasible to analyze thousands of events or power measurements by hand. These criteria included:

- The chosen day should not fall into the first few days of data collection since it is conceivable that the smart home inhabitants would be trying out special things during the first few days / weeks after the data collection is activated resulting in outliers and irregularities in the data.
- The chosen day should be a week day since on weekends inhabitants sometimes are away from home which results in less patterns in the data.
The chosen day should have more than a hand full of events to be sure that there was enough user activity that day. Additionally, this criterion excludes days with some data collection problems e.g. with the components, the network or the database, which would result in a non-average number of measurements, which in turn would make the analysis worthless.

A lot of searching and analyzing (including dealing with outliers and irregularity in the data as well as rejecting smart homes and dates that seemed fitting only at a first glance) provided smart home no. 54 on 3 September 2012 as a suitable model smart home and day.

The data for the first manual analysis, which was the power consumption per hour, was selected with the following query:

```sql
SELECT LEFT(time,13)+': xx' AS time, SUM(avg_power)/60 AS "average combined power consumption per hour of all DSMs", COUNT(dsm_id)/60 AS "number of DSMs reporting consumption"
FROM power_measurements
WHERE inst_id = 54
AND time BETWEEN '2012-09-03' AND '2012-09-04'
GROUP BY LEFT(time,13)
ORDER BY LEFT(time,13) ASC
```

The result of this query looks as follows:

<table>
<thead>
<tr>
<th>Time</th>
<th>Average combined power consumption per hour of all DSMs</th>
<th>Number of DSMs reporting consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>2012-09-03 00 : xx</td>
<td>343.2066778</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 01 : xx</td>
<td>292.4585687</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 02 : xx</td>
<td>313.6624265</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 03 : xx</td>
<td>290.8616391</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 04 : xx</td>
<td>288.4580851</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 05 : xx</td>
<td>329.6928258</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 06 : xx</td>
<td>318.5355649</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 07 : xx</td>
<td>806.6884355</td>
<td>9</td>
</tr>
<tr>
<td>2012-09-03 08 : xx</td>
<td>280.5363538</td>
<td>7</td>
</tr>
<tr>
<td>2012-09-03 09 : xx</td>
<td>538.4421606</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 10 : xx</td>
<td>595.7873942</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 11 : xx</td>
<td>127.8930234</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 12 : xx</td>
<td>102.1212632</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 13 : xx</td>
<td>204.5029643</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 14 : xx</td>
<td>200.7446348</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 15 : xx</td>
<td>179.3874242</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 16 : xx</td>
<td>114.4605915</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 17 : xx</td>
<td>360.8442751</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 18 : xx</td>
<td>803.1161284</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 19 : xx</td>
<td>199.9710942</td>
<td>4</td>
</tr>
<tr>
<td>2012-09-03 20 : xx</td>
<td>557.1621603</td>
<td>6</td>
</tr>
<tr>
<td>2012-09-03 21 : xx</td>
<td>1'095.2617050</td>
<td>10</td>
</tr>
</tbody>
</table>
The result of that query looks as follows:

<table>
<thead>
<tr>
<th>event_id</th>
<th>inst_id</th>
<th>event_type_id</th>
<th>start_time</th>
<th>event_source_id</th>
<th>scene_id</th>
<th>name</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>619664</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 06:42:37</td>
<td>3455</td>
<td>3118</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
</tr>
<tr>
<td>619665</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 06:57:56</td>
<td>3455</td>
<td>3119</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619666</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:00:06</td>
<td>3506</td>
<td>3139</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619667</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:00:22</td>
<td>3488</td>
<td>3155</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619668</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:02:25</td>
<td>3495</td>
<td>3114</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619669</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:02:29</td>
<td>3495</td>
<td>3112</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619670</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:02:51</td>
<td>3495</td>
<td>3114</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619671</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:02:57</td>
<td>3495</td>
<td>3112</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619672</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:03:39</td>
<td>3495</td>
<td>3114</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619673</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:03:52</td>
<td>3455</td>
<td>3141</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619674</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:08:03</td>
<td>3453</td>
<td>3124</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619675</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:08:05</td>
<td>3453</td>
<td>3123</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619676</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:10:00</td>
<td>3727</td>
<td>3156</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619677</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:11:41</td>
<td>3453</td>
<td>3124</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619678</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:12:09</td>
<td>3453</td>
<td>3123</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619679</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:12:28</td>
<td>3496</td>
<td>3113</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619680</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:16:10</td>
<td>3479</td>
<td>3151</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619681</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:16:11</td>
<td>3479</td>
<td>3152</td>
<td>SCENE_CALL</td>
<td>Stop</td>
</tr>
<tr>
<td>619682</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:16:13</td>
<td>3479</td>
<td>3157</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619683</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:22:23</td>
<td>3453</td>
<td>3124</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619684</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:24:53</td>
<td>3455</td>
<td>3119</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619685</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:25:00</td>
<td>3455</td>
<td>3118</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
</tr>
<tr>
<td>619686</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:26:30</td>
<td>3469</td>
<td>3121</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
</tr>
<tr>
<td>619687</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:29:55</td>
<td>3469</td>
<td>3122</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619688</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 07:40:13</td>
<td>3455</td>
<td>3119</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
<tr>
<td>619689</td>
<td>54</td>
<td>2</td>
<td>03.09.2012 07:45:52</td>
<td>3497</td>
<td>3129</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>On-Device</td>
</tr>
<tr>
<td>619690</td>
<td>54</td>
<td>2</td>
<td>03.09.2012 07:50:25</td>
<td>3475</td>
<td>3129</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>On-Device</td>
</tr>
<tr>
<td>619691</td>
<td>54</td>
<td>2</td>
<td>03.09.2012 07:51:28</td>
<td>3483</td>
<td>3129</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>On-Device</td>
</tr>
<tr>
<td>619692</td>
<td>54</td>
<td>2</td>
<td>03.09.2012 07:54:44</td>
<td>3483</td>
<td>3132</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
</tr>
<tr>
<td>619693</td>
<td>54</td>
<td>1</td>
<td>03.09.2012 08:08:26</td>
<td>3496</td>
<td>3115</td>
<td>SCENE_CALL</td>
<td>Off</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Row</th>
<th>ID</th>
<th>Time</th>
<th>Scene</th>
<th>Stimmung</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>619694</td>
<td>03.09.2012 08:23:00</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>619695</td>
<td>03.09.2012 09:30:00</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>619696</td>
<td>03.09.2012 09:30:01</td>
<td>SCENE_CALL</td>
<td>On</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>619697</td>
<td>03.09.2012 09:30:02</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>619698</td>
<td>03.09.2012 09:40:47</td>
<td>SCENE_CALL</td>
<td>Bell</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>619699</td>
<td>03.09.2012 15:47:44</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>619700</td>
<td>03.09.2012 15:47:45</td>
<td>SCENE_CALL</td>
<td>Stop</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>619701</td>
<td>03.09.2012 15:47:49</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>619702</td>
<td>03.09.2012 15:49:46</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>619703</td>
<td>03.09.2012 15:49:59</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>619704</td>
<td>03.09.2012 16:01:04</td>
<td>SCENE_CALL</td>
<td>Bell</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>619705</td>
<td>03.09.2012 17:44:04</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>619706</td>
<td>03.09.2012 17:47:12</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>619707</td>
<td>03.09.2012 18:20:44</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>619709</td>
<td>03.09.2012 19:29:51</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>619710</td>
<td>03.09.2012 19:33:31</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>619711</td>
<td>03.09.2012 20:00:00</td>
<td>SCENE_CALL</td>
<td>Stimmung4</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>619712</td>
<td>03.09.2012 20:00:01</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>619713</td>
<td>03.09.2012 20:00:02</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>619715</td>
<td>03.09.2012 20:14:26</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>619716</td>
<td>03.09.2012 20:15:11</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>On-Device</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>619717</td>
<td>03.09.2012 20:24:06</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>619718</td>
<td>03.09.2012 20:25:17</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>619719</td>
<td>03.09.2012 20:25:52</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>619720</td>
<td>03.09.2012 20:34:26</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>619721</td>
<td>03.09.2012 20:36:02</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>619722</td>
<td>03.09.2012 20:38:58</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>619723</td>
<td>03.09.2012 20:40:32</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>619724</td>
<td>03.09.2012 20:40:33</td>
<td>SCENE_CALL</td>
<td>Stimmung3</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>619725</td>
<td>03.09.2012 20:49:55</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>619726</td>
<td>03.09.2012 20:50:03</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>619727</td>
<td>03.09.2012 20:51:02</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>619728</td>
<td>03.09.2012 20:51:33</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>619729</td>
<td>03.09.2012 20:52:18</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>619730</td>
<td>03.09.2012 20:52:23</td>
<td>SCENE_CALL</td>
<td>On-Area3</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>619731</td>
<td>03.09.2012 20:52:46</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>619732</td>
<td>03.09.2012 20:52:48</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>619733</td>
<td>03.09.2012 20:52:54</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>619734</td>
<td>03.09.2012 20:58:02</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>619735</td>
<td>03.09.2012 21:14:12</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>619736</td>
<td>03.09.2012 21:14:15</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>619737</td>
<td>03.09.2012 21:15:16</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>619738</td>
<td>03.09.2012 21:18:57</td>
<td>SCENE_CALL</td>
<td>Stimmung2</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>619739</td>
<td>03.09.2012 21:23:21</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>619740</td>
<td>03.09.2012 21:25:09</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>619741</td>
<td>03.09.2012 21:25:51</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>619742</td>
<td>03.09.2012 22:45:17</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td>619743</td>
<td>03.09.2012 22:56:02</td>
<td>SCENE_CALL</td>
<td>On-Area1</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>619744</td>
<td>03.09.2012 22:56:26</td>
<td>SCENE_CALL</td>
<td>Stimmung1</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>619745</td>
<td>03.09.2012 22:56:51</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>619746</td>
<td>03.09.2012 22:56:52</td>
<td>SCENE_CALL</td>
<td>On-Area1</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>619747</td>
<td>03.09.2012 22:56:54</td>
<td>SCENE_CALL</td>
<td>Off-Area1</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>619748</td>
<td>03.09.2012 22:56:57</td>
<td>SCENE_CALL</td>
<td>Off-Area2</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>619749</td>
<td>03.09.2012 23:03:11</td>
<td>SCENE_CALL</td>
<td>Off</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>619750</td>
<td>03.09.2012 23:03:15</td>
<td>SCENE_CALL</td>
<td>Off-Area2</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>619751</td>
<td>03.09.2012 23:03:18</td>
<td>SCENE_CALL</td>
<td>On-Area2</td>
<td></td>
</tr>
<tr>
<td>57</td>
<td>619752</td>
<td>03.09.2012 23:04:47</td>
<td>LOCAL_DEVICE_SCENE</td>
<td>Off-Device</td>
<td></td>
</tr>
</tbody>
</table>
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| 619754 | 54 | 1 | 03.09.2012 23:19:09 | 3501 | 3149 | SCENE_CALL | Off-Area2 |
| 619755 | 54 | 1 | 03.09.2012 23:20:07 | 3455 | 3141 | SCENE_CALL | Stimmung1 |
| 619756 | 54 | 1 | 03.09.2012 23:23:49 | 3455 | 3119 | SCENE_CALL | Off |
| 619757 | 54 | 1 | 03.09.2012 23:23:52 | 3467 | 3131 | SCENE_CALL | Off-Area3 |
| 619758 | 54 | 2 | 03.09.2012 23:25:44 | 3503 | 3129 | LOCAL_DEVICE_SCENE | On-Device |
| 619759 | 54 | 2 | 03.09.2012 23:34:05 | 3503 | 3132 | LOCAL_DEVICE_SCENE | Off-Device |

Table 9: Events in the most promising smart home 54 on 3 Sept. 2012

As can be seen when looking at all the events of 3 September 2012 listed in the table above, they also suggest that the periods between 07:00 and 08:00 and between 18:00 and 19:00 could be interesting for pattern mining since the first event happened shortly before 7:00 (at 6:42) and the main body of events after 17:44 (which corresponds with the higher consumption starting after 7:00 and 18:00, respectively).

4.4.4 The Problem of Fuzziness of the Power Consumption Data

From the analysis of the power consumption data and the events of the model smart home no. 54 it became apparent that the aggregated power consumption data contains a certain fuzziness and is less sharp than events are. That problem can be illustrated well with the following figure:

Figure 24: Comparison of Events and Power Consumption per Hour in Smart Home 54

When looking at Figure 24 above, it becomes clear that certain natural expectations are met, e.g. that during the night (00:xx – 05:xx) the power consumption stays more or less constant and no manual events occur because the inhabitants are most probably asleep. Additionally, when getting up at around 7:00 the events as well as the power consumption skyrocket, which is also what can be expected.
However, what is unexpected is that the decrease of power usage between 8:00 and 8:59 does not signify that the inhabitants left the house as can be seen from the manual events that still occur between 8:00 and 9:59. In addition, the time period between 15:00 and 16:59 with manual events but exceptionally low power consumption and the time period between 10:00 and 10:59 without manual events but exceptionally high power consumption were also surprising.

Because this fuzziness of the aggregated power consumption data was detected and since the mining of the events seemed better suited for pattern detection that can be used for automation, it was decided to set the focus solely on events and disregard the power consumption for this research project.

### 4.5 IN-DEPTH ANALYSIS OF THE EVENT DATA

Although the initial analysis and familiarization with the ERD took a lot of time and yielded little presentable results, it was non-the-less invaluable for the progress of this research project and to get to know the secondary data and its specialties. An additional important insight was that the focus should be laid on the event and not the power consumption data.

The evaluation of a suitable model smart home, the decision to only analyze events, and the finding of two interesting periods of time (7:00 – 8:00 and 18:00 – 19:00) were a prerequisite for the in-depth analysis regarding pattern detection.

The first in-depth analysis looked only at the events in smart home 54 over several days. A first hypothesis was that the inhabitants of smart home 54 normally get up on a work day at around 7 o’clock and that’s why the timeframe from 00:00 till 09:00 was examined closer for a whole week:

```sql
SELECT e.*, et.name AS "Name of event type", s.name AS "Name of scene", est.name AS "Name of event source type"
FROM events AS e, event_types AS et, scenes AS s, event_sources AS es, event_source_types AS est
WHERE inst_id = 54
AND
AND start_time BETWEEN '2012-09-03 00:00' AND '2012-09-03 09:00' OR
    start_time BETWEEN '2012-09-04 00:00' AND '2012-09-04 09:00' OR
    start_time BETWEEN '2012-09-05 00:00' AND '2012-09-05 09:00' OR
    start_time BETWEEN '2012-09-06 00:00' AND '2012-09-06 09:00' OR
    start_time BETWEEN '2012-09-07 00:00' AND '2012-09-07 09:00'
ORDER BY start_time
```

The results were analyzed side-by-side and per day. While a very general and broad pattern could be discerned (at least one inhabitant was getting up at around 07:00) most of the events reported by smart home 54 were random and no useful pattern could be detected by hand.

Therefore still another smart home, no. 6, was looked at (with the SQL query provided above). The results were again analyzed side-by-side and per day. This time much more homogenous events were visible. The longest pattern, which repeated itself, consisted of 6 activities and looked as follows:
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**Table 10: Manually found 6-events pattern for smart home No. 6**

<table>
<thead>
<tr>
<th>Event I</th>
<th>Event II</th>
<th>Event III</th>
<th>Event IV</th>
<th>Event V</th>
<th>Event VI</th>
</tr>
</thead>
</table>

The first ID in the pattern above is the device where the event was triggered while the second ID is the triggered state. The event ID can be translated to the following clear-text descriptions of the events:

<table>
<thead>
<tr>
<th>Event I</th>
<th>Event II</th>
<th>Event III</th>
<th>Event IV</th>
<th>Event V</th>
<th>Event VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event I: Mood1</td>
<td>Event II: Off</td>
<td>Event III: Mood1</td>
<td>Event IV: Off</td>
<td>Event V: Mood1</td>
<td>Event VI: Off</td>
</tr>
</tbody>
</table>

**Table 11: Manually found 6-events pattern for smart home No. 6 (descriptive names)**

To mine for the 6-events pattern mentioned above, all manual events (`est.name` != 'SERVER_EVENT') from the database for smart home 6 over the whole available period of eight months can be selected with the following query:

```sql
SELECT e.*, et.name AS "Name of event type", s.name AS "Name of scene", est.name AS "Name of event source type", g.name AS "Name of scene group"
FROM events AS e, event_types AS et, scenes AS s, event_sources AS es, event_source_types AS est, groups AS g
WHERE inst_id = 6
AND e.event_type_id = et.event_type_id
AND e.scene_id = s.scene_id
AND e.event_source_id = es.event_source_id
AND es.event_source_type_id = est.event_source_type_id
AND s.group_id = g.group_id
AND est.name != 'SERVER_EVENT'
ORDER BY start_time, event_id -- event_id is needed for events which happen at the same second
```

In an Excel spreadsheet the result set was mined with a simple IF-formula and found only 2 times:

`IF(AND(E9678="388";H9678="430";E9677="395";H9677="427";E9676="381";H9676="422";E9675="381";H9675="423";E9674="410";H9674="440";E9673="410";H9673="438");true;false)`

Because there are a total of 9'678 manual events stored in the database for smart home 6, the support count of this pattern is 2 and the support equals $2:9678 = 2.06654267410622029344905972308338e-4$.

Additionally the following shorter part of the pattern, which occurs 77 times, was found:

**Table 12: Manually found more frequent 2-events pattern for smart home No. 6**

<table>
<thead>
<tr>
<th>Event I</th>
<th>Event II</th>
</tr>
</thead>
<tbody>
<tr>
<td>410: 438</td>
<td>410: 440</td>
</tr>
</tbody>
</table>

This pattern has a support count of 77 or a support of 0.00796.

Originally it was anticipated that additional analysis is needed to be able to design and implement an algorithm. This analysis would have been very explorative and broad in nature and done with the statistical open-source software R which allows to do things like:
• Time series analysis
• Cross-correlation
• Auto-correlation
• Cluster analysis

However, because the manual mining process described above showed that there are patterns in the event data, these analyses were skipped.

4.6 CONCLUSION OF CHAPTER 4

In this chapter the available data for this research project was analyzed: both in a superficial way as well as in-depth. The required tables of the database and the query to select the needed data have been identified. As another important insight it became clear that the power consumption data is not (as) suitable (as is the event data) to detect patterns that can be used to establish the baseline on which automation can rely later on.

Additionally it can be seen from the previous elaborations in this fourth chapter that the smart home event data contains patterns. It therefore seemed appropriate to continue this project by designing prototypes capable of mining frequent sequential patterns in the event data.

5 ALGORITHMS FOR DATA MINING

5.1 INTRODUCTION TO CHAPTER 5

This fifth chapter of the master thesis is going to introduce the different algorithms used for mining sequential patterns in the events of the Aizo smart home data.

To compare and benchmark different algorithms regarding their performance when mining the available smart home event data, it was necessary to design or adapted them, to write interfaces to existing frameworks, and to pre-process the input data as well as post-process the results. All this is described in the following subchapters 5.2 to 5.5.

5.2 BRUTE-FORCE APPROACH FOR FREQUENT SEQUENTIAL PATTERN MINING

Since a manual analysis and mining process as described in chapter 4.5 is a lengthy and inefficient process and the goal of this research project is to present prototypes able to find frequent or periodic patterns in the Aizo data set, the steps described before (finding a possible frequent pattern by hand and letting Excel count the occurrences inside the data) have to be automated in such a way that an algorithm is able to mine the patterns automatically.

The algorithm needs to be able to mine the frequent sequential patterns for all smart homes in all the event data. A straightforward solution is an algorithm following a brute-force approach. The activity diagram of such an algorithm looks as follows:
FIGURE 25: ACTIVITY DIAGRAM FOR BRUTE-FORCE SEQUENTIAL PATTERN MINER FOR THE AIZO DATA SET
The algorithm depicted above does the following:

1. All the IDs of the smart homes which shall be mined (at least one) as well as a minimum length and a maximum length for the patterns have to be set by the user.
2. The first of the specified IDs is taken (stored in the variable $Aizo\_sh\_id$) and all the events selected from the database for this smart home. These events are order first by their start time and then by their $event\_id$. This second argument, $event\_id$, in the ORDER BY clause ensures that the events are always ordered the same.
3. The parameter specified as the minimum length for patterns is then used as the current length, while the variable $lastPosition$ is set to the number of events that were found in the database for the current smart home. $lastPosition$ is needed later on to decide when the last event has been reached and the algorithm has to continue with the next pattern length.
4. The variable $startPosition$ is initialized with 0. $startPosition$ is needed in the next step to decide which position in the array containing the events shall be selected.
5. Starting with the event at $startPosition$ (i.e. initial at 0, which is the first event), a pattern of length $currentLength$ is selected as a potential frequent pattern. For example, if the $startPosition = 0$, $currentLength = 2$ and the first three activities in the events array are 100:200, 300:400 and 500:600, then the initial potential pattern is “100:200, 300:400”.
6. The whole events array is scanned for this potential pattern and the count (which is the support count of this pattern) is remembered.
7. After the support count is determined, a gateway checks IF $startPosition + 1 + currentLength$ is greater than $lastPosition$:
   a. if this is not the case, $startPosition$ is increased by 1 and the algorithm continues with step 5 (in the example above, $startPosition$ would now be 1 and step 5 would therefore set “300:400, 500:600” as the second potential pattern).
   b. if it is the case, $startPosition$ is not changed and the algorithm continues with step 8.
8. A gateway checks IF $currentLength + 1$ is greater than $MAX\_LENGTH$:
   a. if this is not the case, $currentLength$ is increased by 1 and the algorithm continues with step 4. In the previous example this means that $currentLength = 3$ and after resetting the $startPosition$ to 0 in step 4, the potential pattern set by step 5 would now be “100:200, 300:400, 500:600”.
   b. if it is not the case, $currentLength$ is not changed and the algorithm continues with step 9.
9. The algorithm checks now if there was another smart home specified by the user:
   a. if this is the case, this next smart home is stored in the variable $Aizo\_sh\_id$ and the algorithm repeats the whole procedure, beginning at step 2.
   b. if it is not the case, the algorithm is finished and all the support counts of all the potential frequent patterns of length $MIN\_LENGTH$ to $MAX\_LENGTH$ are known.

For this research project the above activity diagram was implemented in Java knowing that such a brute-force approach most probably would have problems regarding the run time when a lot of events have to be mined. However, the reason for the implementation of the brute-force approach was not to achieve good run times but to find out whether or not other patterns with a higher support count than the previously found 77 (see Table 12) or longer patterns with a comparable support exist in the available data for smart home no. 6.
The prototype of about 280 lines of Java code, which produces so-called overlapping patterns (Chikhaoui, et al., 2010), was able to confirm the support counts found by hand as described in chapter 4.5. In addition it found much more frequent patterns, e.g. the following 2-events pattern:

<table>
<thead>
<tr>
<th>Event I</th>
<th>Event II</th>
</tr>
</thead>
<tbody>
<tr>
<td>410:457</td>
<td>410:458</td>
</tr>
</tbody>
</table>

**TABLE 13: THE MOST FREQUENT 2-EVENTS PATTERN FOR SMART HOME NO. 6**

It was found 935 times inside the available data, which equals a support count of 935 and a support of 0.0966.

The longest six-events pattern, which consists of six times the same event, was found 82 times (support count = 82, support = 0.0085):

<table>
<thead>
<tr>
<th>Event I</th>
<th>Event II</th>
<th>Event III</th>
<th>Event IV</th>
<th>Event V</th>
<th>Event VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5542:3719</td>
<td>5542:3719</td>
<td>5542:3719</td>
<td>5542:3719</td>
<td>5542:3719</td>
<td>5542:3719</td>
</tr>
</tbody>
</table>

**TABLE 14: THE MOST FREQUENT 6-EVENTS PATTERN FOR SMART HOME NO. 6**

While these results were encouraging and supported the assumption of this research project that patterns are deducible in event data of smart homes, the run times were, as can be expected from a brute-force approach, quite disappointing. As can be seen in the following figure, the prototype is not very efficient and the measured run times were therefore not good. For example it took the algorithm 47’359 seconds (= 789 minutes = over 13 hours) to mine the 79’994 events (the tables app_button_clicks and sensor_events were excluded) of smart home no. 10:

![Comparison of runtime and number of events per smart home](image)

**FIGURE 26: COMPARISON OF RUN TIME AND NUMBER OF EVENTS PER SMART HOME**

While the algorithm develops more or less linear to the number of events, which is not be a bad thing as such, the throughput is much too low to be of any use in a real-world scenario. This is illustrated in Figure 27, where the number of events processed per second is compared to the overall number of events per smart home:
A throughput of clearly less than 50 events per second (this is the case for all smart homes except no. 34 and no. 7, which have only very few events compared to the other smart homes) is not acceptable except for trial runs to gain a first insight into the available patterns. For example an average smart home like no. 55 has about 30,000 events in the database available for this project (excluding the tables app_button_clicks and sensor_events) and it took the algorithm over an hour to mine all the patterns with a length between two and six events. Since this is much too slow, different alternatives to speed up the algorithm were sought and evaluated.

The alternative that was finally chosen as the best solution includes two improvements:

1. It uses pattern de-duplication to minimize the patterns which are mined. Since the brute-force window sliding algorithm presented so far (called WSBF, Windows Sliding with Brute-Force, for the rest of the paper) does not do de-duplication, every pattern that occurs n times is mined n times, meaning that frequent patterns are mined over and over again, slowing down the whole process. The enhanced algorithm mines every possible pattern only once, which also gives the algorithm its name: WSDD, Window Sliding with De-Duplication.

2. Instead of building possible patterns in a first loop and then mine for these found patterns in a second loop, the counting is done in the same loop. This eliminates the need for looping over all the available data again which in turn speeds up the algorithm.

To achieve those two improvements a simple yet highly efficient data structure was used: the possible patterns were stored in a Java HashMap. A HashMap, sometimes also called associative array or just hash in other programming languages, is similar to an array but offers the ability to name the key individually while an array uses by definition unsigned integers as keys to address its content.

The HashMap used for the WSDD algorithm uses the key for storing the pattern itself and the support count of this pattern is stored as the value. This means that if a pattern is produced for the first time by sliding a window of a given size over the data, it is stored as a new key in the HashMap and the counter
(i.e. the key’s value) is set to 1. If the algorithm is producing a pattern that already exists as a key in the HashMap, the key’s value is incremented by one. This means that when WSDD has finished mining, the support of a certain pattern is stored as the value, while the pattern itself is contained as the key.

As an additional improvement, in analogy to the Apriori algorithm, a minimum support parameter was introduced. This was done because very infrequent patterns are not interesting, e.g. all the patterns which are executed only once can never be considered “normal behavior” of the smart home inhabitants. The minimum support parameter is therefore used to post-process the found patterns and WSDD is only returning patterns which make the cut, i.e. have a support equal to or higher than the specified minimum support.

When implemented in Java, it became clear that using associative memory in the form of HashMaps is an exceptionally fast way of generating possibly frequent sequential patterns and counting their support inside the data. When compared to the WSBF algorithm presented thus far, the improved WSDD algorithm, which does de-duplication, showed run times which are 80 times to 10’000 times faster, depending on the number of events: the more events there are to mine, the better the factor. This can be clearly seen in the following two figures which compare run times and throughput of the two prototypes:

**Figure 28: Comparison of run times between the two prototypes WSBF and WSDD**
When comparing the throughput it has to be kept in mind that the depicted run times and throughputs of the WSBF algorithm are measured in seconds and events per seconds respectively, while the ones from the improved WSDD algorithm are measured in milliseconds and events per milliseconds respectively.

Besides the sheer improvement regarding the absolute run times and the throughput, the fact that the throughput is increasing with an increasing number of events is a good thing too, because it means that, while the overall run time increases with higher volumes of events, the relative time spent to mine a single pattern is decreasing and therefore the algorithm running faster.

5.3 TWO WELL-KNOWN SEQUENTIAL PATTERN MINING ALGORITHMS

Since a comparison of two self-written algorithms is not a scientific approach, the performance of the newly developed WSDD algorithm was compared with two well-known sequential pattern mining algorithms: BIDE+ and PrefixSpan. For that purpose an interface to the open-source Java framework SPMF, the Sequential Pattern Mining Framework by Philippe Fournier-Viger, et al. (2013), was implemented in the prototype. Besides this interface, some modifications had to be made to the prototype, which included a modularization of the WSDD prototype into the following five parts:

1. TestrobotSmartHomeMiner (includes the main method and calls certain combination of the four other parts)
2. DB connector
3. Pattern generator
4. Occurrence counter
5. Output writer
These different classes have the following functionalities:

- **TestrobotSmartHomeMiner** is the class which is called when doing a test run with one of the algorithms. Different parameters like the smart home IDs, the minimum / maximum pattern length or the minimum support have to be specified. The main class is then invoking the runAlgorithm method which in turn calls the needed combination of:
  - DB connector (connectDB)
  - Pattern generator (generatePatterns)
  - Occurrence counter (done either in runWSDD, runPrefixSpan, runBIDEPlus or runGapBIDE)
  - Output writer (printResults)

- **DatabaseConnectors** provides a JDBC interface (via sqljdbc4.jar provided by Microsoft) to the MSSQL database in which the events form the Aizo smart homes are stored for this project. With minimal effort it would be possible to add interfaces to other DBMS like MySQL or Oracle.

- **PatternGenerators** offers mainly two static methods: one to generate overlapping patterns and one to generate non-overlapping patterns according to what Chikhaoui, et al. (2010) suggest. Additionally there are the special static methods PatternGeneratorAndCounterWindowSlidingOverlappingDedupWithWildcards and PatternGeneratorAndCounterWindowSlidingNonOverlappingDedupWithWildcards respectively. These are the WSDD implementation for overlapping and non-overlapping patterns. As described before, these methods do not only generate the patterns but also calculate the support count in one step. A fifth method is called PythonGapBIDE, which is needed to be able to call an algorithm written in Python and described later on. Finally there is a ValueComparator implemented which is needed to sort the patterns found by WSDD according to their support count, which makes it easier to analyze the patterns.

- **OccurrenceCounters** is the interface to SPMF and its BIDE+ and PrefixSpan implementation. Contrary to WSDD, which does the pattern generation and support counting in one step.
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(implemented as PatternGenerators.PatternGeneratorAndCounterWindowSlidingOverlappingDedupWithWildcards and PatternGenerators.PatternGeneratorAndCounterWindowSlidingNonOverlappingDedupWithWildcards), BIDE+ and PrefixSpan need two steps to achieve the same result. First the PatternGenerators (either for overlapping or non-overlapping patterns) generate multiple sequences / patterns out of the one continuous sequence of events as available in smart homes. These (non-overlapping) patterns are then transformed to a sequence database (as needed by SPMF) and this sequence database is finally mined for frequent sequential patterns. To be able to do this mining, additional classes from the SPMF framework are imported by the OccurrenceCounters class.

- Finally the two static methods of OutputWriters, OutputWriterHashMap2Excel and OutputWriterSPMF2Excel, are needed to output the mined results to a CSV file, which can be easily analyzed for example in Excel or any another spread sheet application.

The Class GapBIDE as well as the static variables WILDCARD_ACTIVATION, WILDCARD_LENGTH, PERIODIC_MINING_ACTIVATION, MIN_SUPPORT_PERIODIC, GRACE_PERIOD_IN_PERCENT and GAP_CONSTRAINT depicted in Figure 30 are described later on in this paper and are needed for wildcarding and periodic pattern mining (see the following chapters).

For the complete Java source code of all those classes, see the CD accompanying this paper.

To run tests with the open sequential pattern miner PrefixSpan and the closed sequential pattern miner BIDE+, the modularization mentioned above was implemented. While different settings for the pattern length, the amount of events and the minimum support produce different results, it became clear that regarding throughput and run times the developed WSDD algorithm is very competitive for the Aizo data set. Additionally it could be confirmed that the results produced by the two windows sliding algorithms, WSBF and WSDD, were correct.

Where the new algorithm is clearly outperforming both BIDE+ as well as PrefixSpan is when a low minimum support is needed. While all the algorithms like Apriori, BIDE+ or PrefixSpan, which are using pruning technics to keep the computational complexity at bay, are faster if higher minimum support values are specified, WSDD is classifying all patterns, regardless of their frequency, in a very short time. For example smart home no. 10’s nearly 80’000 events (= tables app_button_clicks and sensor_events are excluded) are mined and classified in about 5 seconds while PrefixSpan needs 124 seconds and BIDE+ even 13’432 seconds to classify all the overlapping potential patterns of up to six events with a minimum support count of 2.

Even if the minimum support value is increased dramatically, e.g. to 0.01 which equals a support count of about 800 for smart home no. 10, the run times of WSDD are better (measurements in seconds):

<table>
<thead>
<tr>
<th>Smart Home</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>1</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>3</td>
</tr>
<tr>
<td>BIDE+</td>
<td>25</td>
</tr>
</tbody>
</table>

**TABLE 15: RUN TIME BENCHMARK FOR MINSUP=0.01, OVERLAP=TRUE, LENGTH=2-6**

More detailed benchmarks can be found in chapter 6.
The reason for the good run times of the WSDD algorithm compared to PrefixSpan and BIDE+ can be found in the fact that:

1. The algorithms use a very efficient data structure and therefore is very fast.
2. The number of the different patterns is relatively small which allows the algorithm to store all the patterns without producing very big HashMaps that would slow down the algorithm.

An additional, domain specific advantage of WSDD is the possibility to specify the minimum (MIN_LENGTH) as well as the maximum length (MAX_LENGTH) of the patterns to be mined. This is not possible in traditional sequential pattern mining algorithms like PrefixSpan or BIDE+ and can be simulated only by employing the method described by Chikhaoui, et al. (2010) of producing overlapping or non-overlapping sequences of MAX_LENGTH out of the whole events available as one continuous sequence in smart home power consumption and event data. This producing of overlapping or non-overlapping sequences, however, has the disadvantage that the support of patterns with less than the maximum length is not correct. This can be illustrated by the following example where the first twelve events of a certain smart home are the following ones:

<table>
<thead>
<tr>
<th>Event no.</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3726:498</td>
</tr>
<tr>
<td>2</td>
<td>3726:499</td>
</tr>
<tr>
<td>3</td>
<td>3726:460</td>
</tr>
<tr>
<td>4</td>
<td>3726:461</td>
</tr>
<tr>
<td>5</td>
<td>3726:456</td>
</tr>
<tr>
<td>6</td>
<td><strong>3726:455</strong></td>
</tr>
<tr>
<td>7</td>
<td>3726:458</td>
</tr>
<tr>
<td>8</td>
<td>3726:459</td>
</tr>
<tr>
<td>9</td>
<td>3726:473</td>
</tr>
<tr>
<td>10</td>
<td>3726:474</td>
</tr>
<tr>
<td>11</td>
<td>3726:467</td>
</tr>
<tr>
<td>12</td>
<td>3726:458</td>
</tr>
</tbody>
</table>

**Table 16: Sample data of events for illustration of support miscalculation**

As can be seen, the single event no. 6 (3726:455) occurs exactly one time, which means that the 1-event pattern 3726:455 also occurs once. Its support count should therefore be one, which is what WSDD returns if it is mining the twelve events from Table 16 for 1- to 6-event(s) patterns.

However, if PrefixSpan or BIDE+ (or any other frequent pattern mining algorithm, which uses a sequence database as its input) mines the same smart home events for 1- to 6-event(s) patterns, the support count returned for the 1-event pattern 3726:455 is six. The cause of this miscalculation is the fact that PrefixSpan and BIDE+ need a sequence database as input. Such a sequence database can be generated out of the smart home data, which is one continuous sequence of events per smart home, by using the method of generating overlapping or non-overlapping sequences as described by Chikhaoui (2010).

If the overlapping method is applied to the events from Table 16, the first seven patterns created are:
As a result of generating overlapping patterns, event no. 1 (3726:455) is now part of six patterns (patterns no. 1 – 6). PrefixSpan as well as BIDE+ count this event six times and return a support count of six instead of one. That a wrong support is returned by PrefixSpan and BIDE+ is true for all patterns which are not of maximum length, i.e. in the example above, patterns with a length of 1 to 5 events would have a wrong support and only 6-events patterns would have the correct support.

This problem could be lessened to a certain degree by using non-overlapping patterns, as did Chikhaoui (2010), where the event no. 6 is only part of pattern 1 and the support count is calculated and reported correctly by PrefixSpan and BIDE+ as 1. However, this method has a shortcoming of its own: it does not find all patterns in the smart home data. This can be seen when comparing Table 17 to the following listing of non-overlapped patterns:

As can be seen from such a comparison, the maximum length and overlapping patterns 2 to 6 (see Table 17) are missing from the list of non-overlapping patterns presented in Table 18 and only patterns 1 and 7 are produced by both methods, the generation of overlapping as well as non-overlapping patterns. However, the overlapping patterns 2 to 6 could be as interesting as pattern 1 and 7 and therefore the generation of overlapping patterns is to be preferred over the generation of non-overlapping when mining smart home data.

To illustrate the problem of missing patterns in detail, the following table is presenting the input and output for WSDD if non-overlapping patterns from another smart home are used:

### Table 17: Overlapping Patterns for Illustration of Support Miscalculation

<table>
<thead>
<tr>
<th>Pattern 1</th>
<th>Pattern 2</th>
<th>Pattern 3</th>
<th>Pattern 4</th>
<th>Pattern 5</th>
<th>Pattern 6</th>
<th>Pattern 7</th>
</tr>
</thead>
</table>

### Table 18: Missing Maximum-Length Patterns When Using Non-Overlapping Patterns

<table>
<thead>
<tr>
<th>Pattern 1</th>
<th>Pattern 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3726:498</td>
<td>3726:458</td>
</tr>
<tr>
<td>3726:499</td>
<td>3726:459</td>
</tr>
<tr>
<td>3726:460</td>
<td>3726:473</td>
</tr>
<tr>
<td>3726:461</td>
<td>3726:474</td>
</tr>
<tr>
<td><strong>3726:455</strong></td>
<td>3726:458</td>
</tr>
</tbody>
</table>
Besides others, the overlapping pattern of length 2 consisting of events 2 and 3 (521:507, 520:508) or the overlapping pattern of length 3 consisting of events 2, 3, 4 (521:507, 520:508, 520:509) are missing from the output generated by WSDD.

While the statement, that certain patterns are missing when using non-overlapping patterns, is true for all maximal and for all non-maximal length patterns if WSDD is used, it is only true for all maximal length and for certain non-maximal length patterns if PrefixSpan and BIDE+ are used. This can be illustrated with the following table:

<table>
<thead>
<tr>
<th>Event</th>
<th>Input for PF / B+</th>
<th>Output of PrefixSpan / BIDE+</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2-events sequence database</td>
<td>2-events patterns</td>
</tr>
<tr>
<td>1</td>
<td>525:506</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>521:507</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>520:508</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>3726:510</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>520:508</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>525:506</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>521:511</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>521:512</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>525:506</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>521:511</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>521:513</td>
<td>12</td>
</tr>
</tbody>
</table>

TABLE 20: MISSING NON-MAXIMAL PATTERNS WHEN USING NON-OVERLAPPING PATTERNS (PS/B+).
As can be seen, the pattern consisting of events 2 and 3 (521:507, 520:508), which is missing from WSDD, is found by PrefixSpan and BIDE+. However, the pattern of length 2 consisting of events 3 and 4 (520:508, 520:509) as well as the overlapping pattern of length 3 consisting of events 2, 3, 4 (521:507, 520:508, 520:509) is missing here, too.

Looking at the support in Table 19 and Table 20 an additional issue appears: the pattern 525:506, 521:511 is reported to have a support count of 1 by WSDD, while PrefixSpan and BIDE+ report a correct support count of 2.

All these issues make a comparison of the results from WSDD and PrefixSpan and BIDE+ harder. To counteract this problem and to make the found patterns more comparable as well as to lessen the problem of the wrongly reported support for overlapping frequent patterns that are not of maximum length, a post-processing step was added to PrefixSpan and BIDE+, which is omitting all the found frequent patterns shorter than specified by minimum_pattern_length. However, only if the parameters minimum_pattern_length and maximum_pattern_length are identical, the results from all three algorithms are absolutely identical.

The remaining problem, i.e. to be able to specify different values for minimum_pattern_length and maximum_pattern_length, can be solved by running PrefixSpan and BIDE+ n times, where n = maximum_pattern_length – minimum_pattern_length + 1. For example if minimum_pattern_length = 2 and maximum_pattern_length = 7, it would be possible to run PrefixSpan or BIDE+ a first time with minimum_pattern_length=2 and maximum_pattern_length=2, then minimum_pattern_length=3 and maximum_pattern_length=3, ..., and finally minimum_pattern_length=7 and maximum_pattern_length=7. This makes the results from all three algorithms absolutely identical and correct, also if different values for minimum_pattern_length=7 and maximum_pattern_length are specified. However, this also increases the run time for the mining process of PrefixSpan and BIDE+.

Since PrefixSpan and BIDE+ are already slower as it is (without calling those algorithms with different values for minimum_pattern_length / maximum_pattern_length to mine the same smart home), from a run time point of view it seems that what this project wants to achieve is best realized by using WSDD when mining overlapping patterns.

5.4 FREQUENT SEQUENTIAL PATTERN MINING WITH WILDCARDS

As explained in chapter 2.8, the idea behind wildcarding patterns is that there could exist interesting patterns which are very similar but vary in a few events (e.g. one or two) and because of this variation are not considered frequent. If a wildcard would now replace the event, which is varying, the frequency (the support count) would increase and the wildcarded pattern could become frequent.

Regarding wildcarding it has to be said that both PrefixSpan as well as BIDE+ support some kind of wildcarding. This can be seen if the previously presented example of 3-events patterns as input is looked at again. Here it becomes obvious that the third 2-events pattern (525:506, 520:508) was created by wildcarding the second event (512:507):
### Table 21: The pseudo-wildcarding of PrefixSpan and BIDE+

However, unfortunately PrefixSpan and BIDE+ do not indicate whether a pattern is absolutely sequential and has no events, which were ignored (= wildcarded), in-between (patterns 1 and 2) or if there were events ignored (pattern 3). Additionally, neither PrefixSpan nor BIDE+ offer the possibility to disable the wildcarding.

With this in mind, a solution which is able to show if a pattern has wildcarded events in it was designed. The activity diagram of the extension for the WSDD algorithm to also mine frequent sequential patterns with wildcards looks like this:

<table>
<thead>
<tr>
<th>Event</th>
<th>3-events sequence database</th>
<th>Output of PrefixSpan / BIDE+</th>
<th>Support</th>
<th>3-events pattern</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>521:507</td>
<td>2-events patterns: 521:507, 520:508</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>520:508</td>
<td>2-events patterns: 520:508</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The above depicted extension of the WSDD algorithm, which takes place after every pattern mined by WSDD, does the following:

1. The user has to specify an additional parameter called WILDCARD_LENGTH. This parameter defines the length of the inserted wildcard.
2. Get all the events that make up the last found pattern and store them in an array.

**Figure 31: Activity Diagram for the Extension of WSDD with Wildcards**

- Set WILDCARD_LENGTH
- Get the events of the last found pattern
- Set k = 1
- Set l = 0
- Is k + WILDCARD_LENGTH < pattern length?
  - True
    - Is l < WILDCARD_LENGTH?
      - True
        - Replace k + l event with a wildcard
      - False
        - Set l = l + 1
  - False
    - Does Wildcard'ed pattern already exist?
      - True
        - Increase counter by 1
      - False
        - Create wildcard'ed pattern w/ count=1
        - Set k = k + 1
- Continue with WSDD
3. Set a counter variable named \( k = 1 \), and another one named \( l = 0 \). Later on those counters are needed for looping through the patterns’ events and replace the events with a wildcard character.

4. Check if \( k + \text{WILDCARD}\_\text{LENGTH} \) is less than the pattern’s length:
   a. if this is the case, the algorithm continues with step 5. For example if the last found pattern consists of three events, \( \text{WILDCARD}\_\text{LENGTH} = 1 \), and \( k = 1 \) (which is the case when this gateway is reached for the first time for a certain pattern), then this condition evaluates as true and the algorithm continues with step 5.
   b. if it is not the case, the algorithm continues with step 10.

5. Check if \( l \) is less than \( \text{WILDCARD}\_\text{LENGTH} \):
   a. if this is the case, the algorithm continues with step 6. In the previous example \( l \) is 0 and \( \text{WILDCARD}\_\text{LENGTH} \) is 1, therefore this would be true.
   b. if it is not the case, the algorithm continues with step 8.

6. Now the \((k + l)\)th event is replaced with a wildcard. In the previous example, because of \( k + l = 1 + 0 = 1 \), the event at position 1 of the array with the events (which is the second event of a pattern) would be replaced with a wildcard. Because in the example the pattern consists of three events, the wildcarded pattern would now look like this: \([\text{event 1}], *, [\text{event 3}]\).

7. The counter \( l \) is incremented by 1 and the algorithm continues with step 5.

8. The algorithm checks if the wildcarded patterns exists in the HashMap:
   a. if this is the case, the counter (which is the support count of a pattern) is increased by one. The algorithm would then continue with step 9.
   b. if it is not the case, the pattern is inserted as a new key into the HashMap and its counter initialized with 1. In the previous example, this would be the case for the pattern “[event 1], *, [event 3]”. Therefore the key of the HashMap would be “[event 1], *, [event 3]” and the value 1. The algorithm would then continue with step 9.

9. The counter \( k \) is increased by 1 and the algorithm continues with step 4.

10. This step is only reached if step 4 evaluates as false. This is the case if \( k \) was increased by step 9 and is now equal to or bigger than pattern length - \( \text{WILDCARD}\_\text{LENGTH} \) (or in other words \( k + \text{WILDCARD}\_\text{LENGTH} \) is no longer smaller than pattern length). Now the rest of the WSDD algorithm continues with the rest of its execution, i.e. it mines the next pattern in the event data. After WSDD found another pattern, this triggers again the wildcarding steps 1 – 10.

As can be seen from the above explanations, the de-duplication and counting of wildcarded patterns is again realized with a HashMap (as is used for counting non-wildcarded frequent sequential patterns with WSDD), which keeps the algorithm fast. Since the implementation was done as an enhancement to the WSDD algorithm, the user can choose whether he / she wants to mine wildcarded patterns or not and if wildcarding is activated, the length of the wildcard needs to be specified.

If wildcarding is activated, WSDD needed to be compared to another algorithm able to mine sequential patterns with wildcards. There exist different such algorithms, e.g. MAIL by Xie, et al. (2010) or PMBC by Wu, et al. (2013), which both adhere to the one-off condition, or GapBIDE by Li, et al. (2012). Since the one-off condition as described by Wu, et al. (2013) is not interesting for mining smart home event data, it was decided to compare the WSDD when wildcarding is activated with GapBIDE. Since GapBIDE is an extension of BIDE+, which was already implemented for the mining of frequent sequential patterns in this project, it was expected that the run-times and other aspects of the two algorithms would be quite comparable.
Unfortunately, only after implementing GapBIDE in Java, it came to light that GapBIDE only offers the possibility to specify the wildcard length (similar to WILDCARD_LENGTH of WSDD) but that it does not report where a wildcard was found (which is a big disadvantage of PrefixSpan and BIDE+). This can be seen if the same input used in Table 20 for PrefixSpan and BIDE+ is used for GapBIDE and enhanced by the wildcard information:

<table>
<thead>
<tr>
<th>Event</th>
<th>3-events sequence database</th>
<th>Output of GapBIDE</th>
<th>Enhanced output</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2-events patterns</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>525:506</td>
<td>1</td>
<td>525:506, 521:507</td>
</tr>
<tr>
<td>2</td>
<td>521:507</td>
<td>2</td>
<td>521:507, 520:508</td>
</tr>
<tr>
<td>3</td>
<td>520:508</td>
<td>3</td>
<td>525:506, 520:508</td>
</tr>
<tr>
<td>4</td>
<td>520:509</td>
<td>4</td>
<td>520:509, 3726:510</td>
</tr>
<tr>
<td>5</td>
<td>3726:510</td>
<td>5</td>
<td>3726:510, 520:508</td>
</tr>
<tr>
<td>6</td>
<td>520:508</td>
<td>6</td>
<td>520:509, 520:508</td>
</tr>
<tr>
<td>7</td>
<td>525:506</td>
<td>7</td>
<td>(525:506, 521:511)</td>
</tr>
<tr>
<td>8</td>
<td>521:511</td>
<td>8</td>
<td>525:506, 521:512</td>
</tr>
<tr>
<td>9</td>
<td>521:512</td>
<td>9</td>
<td>525:506, 521:512</td>
</tr>
<tr>
<td>10</td>
<td>525:506</td>
<td>10(7)</td>
<td>525:506, 521:511</td>
</tr>
<tr>
<td>11</td>
<td>521:511</td>
<td>11</td>
<td>521:511, 521:513</td>
</tr>
<tr>
<td>12</td>
<td>521:513</td>
<td>12</td>
<td>525:506, 521:513</td>
</tr>
</tbody>
</table>

**TABLE 22: THE WILDCARD CAPABILITIES OF GAPBIDE**

As can be seen, the 2-events patterns no. 3, 6, 9 and 12 are wildcarded patterns. As is the case with PrefixSpan and BIDE+, GapBIDE is not reporting where the wildcard was inserted but reports the patterns as if they were a non-wildcarded pattern. To make clear what was expected from GapBIDE because it is needed to decide what is normal behavior in a smart home, the column “Enhanced output” was inserted in Table 22. It shows where the wildcard was detected.

One advantage that GapBIDE has over BIDE+ and PrefixSpan, is the possibility to disable wildcarding, as is the case with WSDD. This feature is missing from both PrefixSpan and BIDE+: they are always reporting wildcarded patterns and there is no way to deactivate this behavior besides using the aforementioned workaround of specifying an identical value for the parameters minimum_pattern_length and maximum_pattern_length in combination with the post-processing step, which omits all found patterns shorter than minimum_pattern_length. In other words: PrefixSpan and BIDE+ are always behaving as if a hypothetical minimum wildcard length of 1 and a maximum wildcard length = maximum_pattern_length would be specified. For GapBIDE the maximum wildcard length can be set to 0, which disables the wildcarding and lets GapBIDE return more similar results compared to WSDD.

Even though GapBIDE fails to fulfill the expectations regarding the information where wildcards were found in the patterns, it was decided to do experiments to compare WSDD and GapBIDE. Besides its better abilities to deal with the presentation of wildcards, WSDD showed promising results in a few initial benchmarks, for example when mining smart home no. 6 (measured run times in seconds):
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5.5 PERIODIC SEQUENTIAL PATTERN MINING

The criteria for selecting patterns mentioned so far was only their frequency. However, it is probable that there exist not-so-frequent pattern which are still interesting when finding out what constitutes as normal behavior in a smart home because they are executed at a regular interval. Additionally, in the initial manual analysis of the event data, some periodic patterns were found.

Therefore the WSDD algorithm was extended to deal with periodic patterns in addition to frequent patterns. What is meant by a periodic pattern can be illustrated with the following table:

<table>
<thead>
<tr>
<th>Event</th>
<th>100:200</th>
<th>...</th>
<th>...</th>
<th>100:200</th>
<th>...</th>
<th>...</th>
<th>100:200</th>
<th>...</th>
<th>...</th>
<th>100:200</th>
<th>...</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>1.1. @ 8:05</td>
<td>...</td>
<td>...</td>
<td>2.1. @ 8:00</td>
<td>...</td>
<td>...</td>
<td>3.1. @ 8:05</td>
<td>...</td>
<td>...</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE 24: EXAMPLE OF A PERIODIC PATTERN

In the above example, the 1-event pattern 100:200 would be considered a periodic pattern because it always occurs at around 8 o’clock in the morning. Similar to frequent patterns, which are considered when establishing what constitutes as normal behavior of smart home users, also periodic patterns could be considered. For example it would be interesting to know that the lighting is always turned on around 8:00 in the bedroom because this is when a smart home inhabitant is getting up. This knowledge could be used either for automation (increase of comfort), to notify someone if the pattern did not occur (e.g. in an assisted living home) or to save electricity (e.g. at 6:00 the smart home would normally begin with heating the building, but it is known that the inhabitant is only getting up at 8:00 while in the current season the sun rises at 7:00 already and is heating up the building enough during the one hour between 7:00 and 8:00 so that no extra heating is needed at 6:00).

For periodic patterns not only the pattern and its support count should be reported, but also what its interval is and when this interval starts. The interval is calculated as follows:

\[
\text{last timestamp the pattern occurred} - \frac{\text{first timestamp the pattern occurred}}{\text{number of occurrences} - 1}
\]

In the example above this would be: \((3.1. @ 8:05 - 1.1. @ 8:05) / (3-1) = 2880 \text{ minutes} / 2 = 1440 \text{ minutes} = 24 \text{ hours.}\)

The algorithm would next compare how many of the patterns occur at this interval. Since minor differences can occur between two occurrences, a grace period is also taken into account. For example the above three occurrences of the pattern 100:200 can be considered periodic even though a minor difference of five minutes in the occurrences can be observed. If a grace period of 10% of the calculated interval (in the example this would equal 1440 * 0.1 = 144 minutes) would be specified, the patterns would still be counted as periodic.
Finally to prevent a bias towards high frequency patterns, not the absolute count of periodic patterns but the fraction of the periodic patterns divided through the total number of the pattern occurrences (periodic as well as non-periodic) would be returned by WSDD.

For a better comprehension of how the detection of periodic patterns is realized, the used HashMap structure is explained in Table 25 and Table 26. The HashMap dedupedPatterns<String, Integer>, which is used by WSDD for storing frequent sequential patterns, contains only the pattern (as the key of the HashMap) and the count of occurrences of this pattern (as the value):

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Counter</th>
</tr>
</thead>
<tbody>
<tr>
<td>100:200, 300:400, 500:600</td>
<td>27</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**TABLE 25: STRUCTURE OF HASHMAP DEDUPE PATTERNS FOR PERIODIC PATTERN MINING**

In the above example, the sequential pattern consists of the three events 100:200, 300:400 and 500:600 and occurs a total of 27 times. These information are sufficient when mining frequent sequential patterns: every time the same pattern is found in the event data, the counter is incremented by one, as explained before, and no further data needs to be tracked because in the end the keys and the values of the HashMap contain all the needed information (which are pattern and support count).

However, for periodic sequential pattern mining additional information is needed. This information need can be satisfied by the HashMap periodicPatterns<String, String[6]>, which is depicted next:

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Counter</th>
<th>Interval[min]</th>
<th>startOfInterval</th>
<th>allStart Timestamps</th>
<th>firstStart Timestamp</th>
<th>lastStart Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>100:200</td>
<td>20</td>
<td>1440</td>
<td>08:00</td>
<td>...</td>
<td>01.01.2013 08:00</td>
<td>03.01.2013 07:00</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**TABLE 26: STRUCTURE OF HASHMAP PERIODIC PATTERNS FOR PERIODIC PATTERN MINING**

- The Key is the same as for frequent pattern mining: the pattern itself.
- The first value is also familiar from frequent pattern mining: it is the support count (this absolute support count is later on changed to relative figure of occurrence of periodic patterns divided by the overall occurrence, i.e. periodic plus non-periodic occurrences, of this pattern to avoid a bias towards high-frequency patterns).
- The second value contains the calculated interval at which the pattern should occur if it is a periodic pattern.
- The third value stores the start of the interval as the time of day. This could be easily adapted to store a concrete date / time value if this should prove more suitable later on when automation of periodic patterns is planned and implemented.
- The fourth value contains all the timestamps at which the pattern occurs. This String could get quite large and it would perhaps be more suitable to use a list or some other data structure for storing these values. However, the benchmarks described later in this paper proved that Java could handle the long strings without problems.
- The fifth value is the timestamp when the pattern first occurred.
- The sixth and last value stores the timestamp when the pattern occurred last.

The HashMap periodicPatterns is used for periodic sequential pattern mining. As with wildcarding, WSDD was extended to be able to do periodic pattern mining. However, unlike wildcarding, the activities for periodic pattern mining is not executed after every frequent pattern found but only once after all the frequent patterns are found. The final version of WSDD is therefore looking as follows (Attention: the details about wildcarding are omitted here to keep the activity diagram short(er). For those details see either Figure 31 or the Java source code on the CD accompanying this paper):
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Figure 32: Activity diagram for the extension of WSDD for periodic pattern mining
1. The user has to specify two additional parameters called `GRACE_PERIOD_IN_PERCENT` and `MINSUPPERIODIC` (besides the previously mentioned parameters needed for frequent pattern mining like `MIN_LENGTH`, `MAX_LENGTH` or `MINSUPCOUNT`). Additionally, the two HashMaps `dedupedPatterns` (containing all the frequent patterns and their counts) as well as `periodicPatterns` (containing the additional data needed for periodic mining) are needed. Those HashMaps are filled later on during the frequent sequential pattern mining by WSDD.

2. First the algorithm checks if further patterns can be built from events retrieved from the database (this depends on the specified `MIN_LENGTH` and `MAX_LENGTH` of the patterns and from where in the continuous sequence the last pattern was built):
   a. if this is the case, this next pattern (either an overlapping or a non-overlapping one, depending on what the user wants) is being built. Afterwards the algorithm continues with step 3.
   b. if it is not the case, the algorithm continues with step 4.

3. Next, it is checked if the pattern does not yet exist in the HashMap `dedupedPatterns`:
   a. if this is the case, the pattern is inserted as a new key and the support count initialized with 1. Additionally, in the HashMap `periodicPatterns` the pattern is also inserted as a new key and the start timestamp of the pattern is recorded as the first start timestamp in the list of all timestamps (value[3]), as the first timestamp (value[4]) and also as the last timestamp (value[5]). The algorithm continues with step 2.
   b. if it is not the case, i.e. if the pattern was previously found and already exists as key in `dedupedPatterns`, the support count of that HashMap is increased by 1. Additionally, in `periodicPatterns` the value[3] and value[5] are updated with this pattern’s timestamp. The algorithm continues with step 2.

4. This step is only reached after all the possible patterns were built. The algorithm checks now if there is another pattern in the previously filled HashMap `dedupedPatterns`, which contains all the found patterns and their support count:
   a. if this is the case, the algorithm now calculates the overall duration (overallDuration) of a pattern. This is the time elapsed between the first time the pattern occurred and the last time it occurred. Additionally, the theoretical interval (theoreticalInterval) is calculated by dividing the theoretical interval through the number of times the pattern was found minus 1. The algorithm then continues with step 5.
   b. if it is not the case, the algorithm continues with step 7.

5. Based on the theoretical interval and the user-specified `GRACE_PERIOD_IN_PERCENT`, the grace period in minutes is calculated.

6. Next, all the time stamps in value[3] are split. For each consecutive pair of timestamps n and n+1, n being a timestamp at which the pattern occurs, it is checked if the time difference between n+1 and n falls within the theoretical interval +/- the grace periods:
   a. if this is the case, a further check is executed to see if the pattern does not yet exist in `periodicPatterns`. If this is the case, the algorithm inserts the pattern as a new key into `periodicPatterns`, initializes the support counter with 1 and sets the start of the interval (value[2]) to the time-of-day of pattern n+1. If it is not the case (i.e. the pattern already exists as a key in `periodicPatterns`), the periodic support count is increased by 1. The algorithm then continues and repeats step 6 again to evaluate the next pair of timestamps (or with step 7 if the last pair was reached).
b. if it is not the case, the algorithm continues directly with step 6 again by taking the next pair of timestamps to be evaluated (or with step 7 if the last pair was reached).

7. This step is only reached after every pair of timestamps (at which a pattern occurs) of every pattern is compared regarding periodicity. The HashMap periodicPatterns now holds as the keys every pattern and as the values the following information: value[0]=periodic support count, value[1]=the theoretical interval, value[2]=the time-of-day when the interval starts, value[3]=all the timestamps the pattern occurs, value[4]=the first time the pattern occurs and value[5]=the last time the pattern occurs. Now the algorithm checks if there is another pattern in periodicPatterns which is not yet processed:
   a. if this is the case, to avoid a bias towards high frequency patterns, the absolute periodic support count of the current pattern is divided by the support count of the pattern, which results in the fraction of patterns that occur at the same interval out of all the pattern occurrences (stored as periodicityFractionPercentage). The algorithm then continues with step 8.
   b. if it is not the case, the algorithm continues with step 9.

8. Now the algorithm checks if the periodicityFractionPercentage is equal to or greater than the user-specified MINSUPPERIODIC:
   a. if this is the case, the pattern along with the interval (value[1] of periodicPatterns) and the interval start (value[2] of periodicPatterns) is stored as the key of the HashMap filteredPatterns, while the value is the fraction of the periodic patterns (periodicityFractionPercentage). The algorithm continues with step 7.
   b. if it is not the case, the algorithm continues with step 7.

9. This step is only reached after it was checked for every pattern in periodicPatterns if it meets the minimum support for periodic patterns. filteredPatterns now contains all those periodic patterns that made the cut while dedupedPatterns contains all the frequent patterns. Therefore dedupedPatterns is now filtered by MINSUPCOUNT and combined with filterPatterns before both, periodic as well as frequent patterns are returned by WSDD.

To the best of the researcher’s knowledge, there exist no well-known periodic sequential mining algorithms in the field of smart homes (i.e. none was found when reviewing literature for this project). While some sources mention that periodic patterns could be interesting in the field of smart homes, e.g. (Rashidi, et al., 2011), there seems to be no published algorithm’s source code. Since the time frame of this research project did not permit to adapt and implement another generic algorithm for periodic sequential mining (as was done with PrefixSpan, BIDE+ and GapBIDE for frequent sequential pattern mining), the performance of the enhanced WSDD with periodic mining was only benchmarked against the WSSD without periodic mining. For the results of those benchmark, see chapter 6.

5.6 CONCLUSION OF CHAPTER 5

In conclusion it can be said that designing/implementing or adapting the algorithms WSDD, BIDE+, PrefixSpan as well as GapBIDE was a prerequisite for the benchmarks described in the next chapter. With the implementation a solid base for those benchmarks exists.

Since the different aspects of WSDD are divided into the different subchapters dealing with the respective aspects like wildcarding and periodic pattern mining, the following enumeration is going to summarize the main aspects of the newly developed algorithm:
• WSDD is an optimized brute-force algorithm for mining frequent sequential patterns in a continuous sequence of smart home event data (for the source code, see the CD accompanying this paper).

• In addition to that, WSDD is able to mine wildcarded frequent sequential patterns and periodic sequential patterns.

• The algorithm accepts and needs the following input parameters:
  o A list of all the events, ordered chronologically.
  o An integer MIN_LENGTH of the patterns to be mined, i.e. the minimum number of events that a pattern has to have.
  o An integer MAX_LENGTH of the patterns to be mined, i.e. the maximum number of events that a pattern can have.
  o An integer MINSUPCOUNT which is the minimum support count a pattern has to have to be considered frequent. This is applied as a post-processing step after all the patterns and their support count where mined: the ones that do not make the cut are just not reported by WSDD (even though the support count would be available).
  o A Boolean WILDCARD_ACTIVATION and an integer WILDCARD_LENGTH, which specify whether (in addition to the found frequent patterns) patterns with wildcards should be mined and how long a wildcard is.
  o A Boolean PERIODIC_MINING_ACTIVATION, a double MINSUPPERIODIC and an integer GRACE_PERIOD_IN_PERCENT which specify whether (in addition to frequent pattern mining) also periodic pattern mining should be done for the found patterns. MINSUPPERIODIC is the minimum support (not support count) a pattern must fulfill to be considered periodic while GRACE_PERIOD_IN_PERCENT specifies a percentage by which the interval between two consecutive occurrences of a pattern can vary.

• The algorithm returns a HashMap where the keys are the patterns and the values are the support counts of the patterns. If periodic mining is activated, the pattern as the key is enriched by the interval and the interval start information and the value is the fraction of the patterns which are periodic compared to the support count of the pattern.

• Since the amount of different patterns is not very large even though real-life data from Aizo was used in this research project, WSDD is surprisingly fast for a brute-force algorithm.

Additionally the following two restrictions were detected for BIDE+, PrefixSpan and GapBIDE:

• Of the four algorithms benchmarked in the next chapter, WSDD is the only one which fulfills the requirement of showing where a wildcard was inserted / detected in a pattern. While BIDE+, PrefixSpan and GapBIDE can deal with wildcards, they do not output the position where the wildcard occurs. This is a disadvantage of BIDE+, PrefixSpan and GapBIDE, which was only recognized after all the implementation effort was done. Additionally, for both PrefixSpan as well as BIDE+ wildcarding cannot be deactivated. Only GapBIDE offers this possibility, as does WSDD.

• WSDD is the only one of the four algorithms which calculates the correct support count in only one pass. The other three algorithms only calculate the correct support count for maximal-length patterns, a fact detected only after all the implementation effort was done and caused by the way
of building a sequence database out of the continuous sequence of smart home events proposed by Chikhaoui, et al. (2010).

Such restrictions are not completely surprising given the fact that the three algorithms PrefixSpan, BIDE+ and GapBIDE are generic ones not explicitly developed for frequent sequential pattern mining in smart homes.

While the two disadvantages mentioned above could not be remedied completely for this research project (the problem with the wildcard position could not be dealt with at all while for the wrong support count only a workaround was found), other aspects of the generic frequent sequential pattern mining algorithms could be adapted to deal with requirements of this research project. These include:

- The definition of a minimum length for the patterns. This was implemented as a post-processing step by omitting found patterns shorter than the user-specified parameter MIN_LENGTH.
- The Output is written in the CSV format, which makes the analysis in spreadsheet applications much easier.
- And finally there is a workaround proposed to deal with the problem of the wrongly calculated support count for non-maximal patterns. This workaround proposes to run PrefixSpan, BIDE+ or GapBIDE multiple times for the same smart home events with different values for MIN_LENGTH / MAX_LENGTH (e.g. five separate runs with the values 2, 3, 4, 5 and 6 respectively), where MIN_LENGTH = MAX_LENGTH. While this workaround eliminates the problem of the wrong support counts, it increases the run times.

Another workaround, if one is willing to use non-overlapping patterns as input, is the usage of GapBIDE with wildcarding deactivated (by setting the maximum length of wildcards to 0). This also reports correct support counts but certain patterns are not found because of generating non-overlapping instead of overlapping patterns.

6 EXPERIMENTS & BENCHMARKS

6.1 INTRODUCTION TO CHAPTER 6

While the chapters 4 and 5 deal with manual data analysis and the design, adaption and development of algorithms to mine frequent and periodic sequential patterns, this sixth chapter is going to present the results of the benchmarks done with those algorithms.

For the benchmarks both the run times as well as the memory consumption was measured. The different algorithms were run multiple times and with various different parameter settings. To get representative results, a selection of five different smart homes with various amounts of events was chosen.

For each benchmark series the results are summarized in the following subchapters.

6.2 SETUP FOR THE EXPERIMENTS

All the following benchmarks were done on a PC workstation with the following specifications:

- OS: Windows 8 Pro x64
- CPU: Intel Xeon E3-1230 v3, 4 physical / 8 logical cores @ 3.3 GHz
- RAM: 16 GB, DDR3 @ 1866 MHz
- SSD: Samsung SSD 840, 540 MB/s sequential reading
• IDE: Eclipse, Kepler Service Release 1
• Java: 1.7.0_45 (64-Bit)
• Python: 2.7.5 (64-Bit)
• DBMS: Microsoft SQL Server 2012, Enterprise Edition (64-Bit)

Because it is not practical to edit the source code every time another manual experiment needs to be done, a tentative design for a simple GUI was designed and implemented to run manual tests and experiments:

![GUI for manual tests and experiments](image)

**Figure 33: The GUI for manual tests and experiments**

Additionally and for larger unattended benchmarking, where hundreds of different parameter sets were tried out, the previously mentioned TestrobotSmartHomeMiner class was used. The results were centrally collected for later analysis in Excel. This analysis is going to be presented in the following subchapters.

### 6.3 The Benchmarks Regarding Run Time

The four algorithms were compared regarding their performance when a minimum support of 0.01 was specified. For the initial benchmark non-overlapping patterns with a minimal length of 2 and a maximal length of 7 events were used. Where possible, i.e. for WSDD and GapBIDE, the wildcarding capabilities were disabled.

These parameter settings are considered as representative for normal mining needs in the Aizo smart homes because:

- The minimum support of 0.01 (or 1%) returns, for most of the smart homes of the Aizo dataset, only a few dozen patterns (the concrete amount depends on the smart home). This parameter setting allows the algorithms employing pruning techniques (PrefixSpan, BIDE+ and GapBIDE) to run faster than when a low minimum support (e.g. 0.001 or less) is chosen. Higher values for minimum support (0.1 or above) produce no patterns for the Aizo data set and can therefore not be used.

- Frequent patterns consisting of less than two events are not interesting when trying to find out what constitutes normal behavior.
Patterns of more than seven sequential events seem rather unlikely to occur on a day-to-day basis if one is considering the fact that manual events are what this research project is looking for.

Non-overlapping patterns were used not because they are regarded as the better alternative, quite the contrary, but because this results in the lower number of patterns and therefore faster run times. These can be compared to the longer run times if overlapping patterns are used to study the impact a bigger input has on the run times.

The analysis includes the Aizo smart home with the fewest events (no. 7), three smart homes with an average amount of events (no. 50, 17 and 2) and the smart home with the most events (no. 11):

<table>
<thead>
<tr>
<th>Smart Home</th>
<th>No. of events</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>1173</td>
<td>Few</td>
</tr>
<tr>
<td>50</td>
<td>22498</td>
<td>Average</td>
</tr>
<tr>
<td>17</td>
<td>34485</td>
<td>Average</td>
</tr>
<tr>
<td>2</td>
<td>42129</td>
<td>Average</td>
</tr>
<tr>
<td>11</td>
<td>156121</td>
<td>High</td>
</tr>
</tbody>
</table>

**Figure 34: The three categories of smart homes used for the benchmarks**

With the settings mentioned above, the following run times (in seconds) are achieved:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BIDE+</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>73</td>
<td></td>
</tr>
</tbody>
</table>

**Table 27: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-7**

This can be presented as the following line chart:

**Figure 35: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-7**
As can be seen, for small and average amounts of events, all four algorithms show acceptable run times of under three second. However, the increase of events between smart home 17 and 11 is only handled well by WSDD and PrefixSpan. The other two algorithms, especially GapBIDE, are showing very long run times.

If smart home no. 11 as a representative of a smart home with a lot of events is ignored, the following picture presents itself:

![Graph showing run times for different smart homes](image)

**Figure 36: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-7 (2)**

If the minimum support is decreased from 0.01 to 0.001, the run times of BIDE+ and GapBIDE increase even further:

<table>
<thead>
<tr>
<th>Smart home</th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BIDE+</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>92</td>
</tr>
</tbody>
</table>

**Table 28: Run time benchmark for MinSup=0.001, Overlap=False, Length=2-7**
Without no. 11, the diagram for the run times looks as follows:

As expected, the lowering of the minimum support increased the number of found patterns dramatically (shown in the following table are the number of patterns found by GapBIDE):

<table>
<thead>
<tr>
<th>MinSup</th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinSup = 0.01</td>
<td>40</td>
<td>19</td>
<td>3</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>MinSup = 0.001</td>
<td>824</td>
<td>252</td>
<td>159</td>
<td>176</td>
<td>138</td>
</tr>
</tbody>
</table>

This also explains why BIDE+ and GapBIDE have longer run times for smart home no. 50 than for smart home no. 17 even though there are more events in the database for the later: the number of found patterns is significantly higher for the first mentioned smart home (no. 50) and the pruning could be applied less effective, which increased the run time.
An even bigger impact than the decrease of the minimum support has the increase of the number of events by using overlapping patterns instead of non-overlapping patterns:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>BIDE+</td>
<td>2</td>
<td>21</td>
<td>8</td>
<td>11</td>
<td>157</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>1</td>
<td>246</td>
<td>131</td>
<td>249</td>
<td>4305</td>
</tr>
</tbody>
</table>

**Table 30: Run time benchmark for MinSup=0.01, Overlap=True, Length=2-7**

![Benchmark of run times for WSDD / PS when MinSup = 0.01, overlap = true, length = 2-7](image)

![Benchmark of run times for B+ / GapBIDE when MinSup = 0.01, overlap = true, length = 2-7](image)

**Figure 39: Run time benchmark for MinSup=0.01, Overlap=True, Length=2-7**

Here the differences regarding run times are even bigger: while WSDD and PrefixSpan need less than 10 seconds for even the largest amount of events (smart home no. 11), BIDE+ needs already 157 seconds and GapBIDE even 4’305 seconds.

For the final benchmarking regarding run times the maximum length of the patterns was increased from 7 events to 10 events to see if and what effect this has. The results can be found in the following table:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BIDE+</td>
<td>1</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>45</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0</td>
<td>6</td>
<td>2</td>
<td>5</td>
<td>80</td>
</tr>
</tbody>
</table>

**Table 31: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-10**
When compared to Table 27 it becomes obvious that the maximum length has an influence on BIDE+ and GapBIDE, but practically no effect on WSDD and PrefixSpan.

When reflecting upon the achieved results, it can be said that some of them were expected:

- GapBIDE as an extended and more complex version of BIDE+ was expected to have longer run times than BIDE+.
- The dependency of the run times on the number of events was also to be expected: the more events, the longer the run time. Some small discrepancies can be observed, e.g. it takes BIDE+ longer to mine the 22’498 events of smart home no. 50 than for the 42’129 events of no. 2.
However, the general trend and correlation is clearly noticeable. Some of the discrepancies may be attributed to the number of found frequent patterns because less frequent patterns mean more pruning and therefore also less time needed for mining.

- The dependency of the run times on the minimum support was to be expected for PrefixSpan, BIDE+ as well as GapBIDE. Since those three algorithms are employing pruning technics, the higher the minimum support, the more pruning is allowed and the faster the algorithms run. Only WSDD, which does not do any pruning, is unaffected by the specified minimum support.

- The correlation of the run time versus the pattern length was also to be expected. Based on the various experiments and benchmarks done regarding run times, the following correlation coefficients of the run time and the previously mentioned variables (minimum support, pattern length and number of events in a smart home) could be calculated:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Correlation Coefficient</th>
<th>Classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>Division by Zero</td>
<td>---</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>-0.88489</td>
<td>Strong correlation</td>
</tr>
<tr>
<td>BIDE+</td>
<td>-0.91917</td>
<td>Very strong correlation</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>-0.88933</td>
<td>Strong correlation</td>
</tr>
<tr>
<td>WSDD</td>
<td>Division by Zero</td>
<td>---</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0.924222</td>
<td>Very strong correlation</td>
</tr>
<tr>
<td>BIDE+</td>
<td>0.924018</td>
<td>Very strong correlation</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0.97726</td>
<td>Very strong correlation</td>
</tr>
<tr>
<td>WSDD</td>
<td>Division by Zero</td>
<td>---</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>0.965156</td>
<td>Very strong correlation</td>
</tr>
<tr>
<td>BIDE+</td>
<td>0.810047</td>
<td>Strong correlation</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0.803043</td>
<td>Strong correlation</td>
</tr>
</tbody>
</table>

TABLE 32: VARIOUS CORRELATION COEFFICIENTS FOR THE MEASURED RUN TIMES

- While the dependency on the number of found frequent patterns was something that was not anticipated, it appears very logic in hindsight: if there are roughly the same amount of events to be mined and the minimum support as well as the pattern length are the same, the run times of PrefixSpan, BIDE+ and GapBIDE depend on the number of found patterns. For WSDD the number of found pattern has practically no impact because there is no pruning technic involved that could profit from a lower number of frequent patterns found.

Other results were rather unexpected:

- Fournier, et al. (2013) mention that closed sequential pattern mining algorithm often are faster than open sequential pattern mining algorithm. It was therefore surprising that PrefixSpan (open) was always faster in mining the smart home events than BIDE+ (closed).
• The increase of the maximum length from 7 to 10 events has nearly no effects on WSDD and PrefixSpan regarding the absolute run time: while a strong correlation is measurable for PrefixSpan, the absolute increase in seconds is very small.

• The generally acknowledged reasoning is that a pruning strategy is needed to deal efficiently with large amounts of data when doing data mining. That’s the reason for the existence of the various algorithms, like Apriori, BIDE+ or PrefixSpan, which are available for pattern mining. However, for the real life data set of Aizo containing the smart home events, the experiments show that an optimized brute-force approach like WSDD is sufficiently fast for sequential pattern mining of smart home events and that it sometimes even outperforms the other, more elaborate algorithms.

• That GapBIDE scales as bad is it does compared to BIDE+ was unexpected. The most probably explanation in the eyes of the research is that the Java code written for this research project is not efficient for a high number of events, which causes the long run times. Since this bad behavior cannot be observed in the original prototype of GapBIDE written in the programming language Python, which is provided by Li, et al. (2012), the cause for this most probably lies somewhere in the Java code written for this research project. Because the results reported by the Python version of GapBIDE are absolutely identical with the ones reported by the Java version of GapBIDE written for this research project, it can be concluded that the code must have been translated correctly but inefficiently.

In summary it can be said that, at least regarding its run time, WSDD is a viable option for frequent sequential pattern mining.

6.4 THE BENCHMARKS REGARDING MEMORY CONSUMPTION

In addition to the run time benchmarks, the same four algorithms were compared regarding their memory consumption. The memory consumption was measured with the “MemoryLogger”, which is provided as part of the SPMF framework. For the initial benchmark, the same parameter settings as for the run time comparisons were used:

• A minimum support of 0.01 was specified
• Non-overlapping patterns with a minimal length of 2 and a maximal length of 7 events were used.
• For WSDD and GapBIDE the wildcarding capabilities were disabled (this is not possible for PrefixSpan and BIDE+).

The achieved results for the benchmark with these aforementioned setting look as follows (measurements are in Megabytes):

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>25.6</td>
<td>29.1</td>
<td>37.8</td>
<td>70.8</td>
<td>147.9</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>28.1</td>
<td>44.5</td>
<td>24.4</td>
<td>68.1</td>
<td>184.8</td>
</tr>
<tr>
<td>BIDE+</td>
<td>64.1</td>
<td>265</td>
<td>67.9</td>
<td>146.1</td>
<td>1340.5</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>62.7</td>
<td>1242.6</td>
<td>1223.9</td>
<td>1342.2</td>
<td>1249.4</td>
</tr>
</tbody>
</table>

**Table 33: Memory benchmark for MinSup=0.01, Overlap=False, Length=2-7**
As with the run times, in this initial benchmark both WSDD and PrefixSpan show good and similar results while BIDE+ and GapBIDE show worse results. GapBIDE consumes very large amounts of memory, which could be part of the explanation why the previously measured run times are that bad.

For the benchmarks presented next, the minimum support was lowered to 0.001, as was done for the run time benchmarks. The expected results were that the memory consumption, except for WSDD which always classifies all the patterns, should increase, since pruning could not cut back / omit as much patterns as it can when the minimum support is 0.01:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>29.4</td>
<td>31.1</td>
<td>38.3</td>
<td>71.6</td>
<td>148.4</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>38.4</td>
<td>70.9</td>
<td>70.4</td>
<td>72.4</td>
<td>293.3</td>
</tr>
<tr>
<td>BIDE+</td>
<td>131.6</td>
<td>833.3</td>
<td>285.1</td>
<td>533.3</td>
<td>1344.5</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>64</td>
<td>1246.4</td>
<td>1218</td>
<td>1290.2</td>
<td>1287.7</td>
</tr>
</tbody>
</table>

Table 34: Memory benchmark for MinSup=0.001, Overlap=False, Length=2-7

![Figure 43: Memory benchmark for MinSup=0.01, Overlap=False, Length=2-7](image1)

![Figure 44: Memory benchmark for MinSup=0.001, Overlap=False, Length=2-7](image2)
Again, WSDD and PrefixSpan deliver good results, while BIDE+ and GapBIDE lag behind. The expected increase of memory consumption for PrefixSpan and BIDE+ is visible for all smart homes. GapBIDE continues to consume disproportional amounts of memory.

The higher memory consumption for smart home no. 50 (22’498 events) compared to no. 17 (34’485 events) can be explained by the higher number of found patterns for no. 50 (exemplary results from BIDE+):

<table>
<thead>
<tr>
<th></th>
<th>50</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>MinSup = 0.01</td>
<td>71</td>
<td>10</td>
</tr>
<tr>
<td>MinSup = 0.001</td>
<td>1132</td>
<td>504</td>
</tr>
</tbody>
</table>

**TABLE 35: NUMBER OF PATTERNS FOUND BY BIDE+ FOR MINSUP=0.01 AND MINSUP=0.001**

For the next benchmark the number of events to mine was increased by choosing overlapping instead of non-overlapping events. The results for this look as follows:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>30.8</td>
<td>66.7</td>
<td>127.6</td>
<td>48.3</td>
<td>498.1</td>
</tr>
<tr>
<td>PrefixSpan</td>
<td>56.3</td>
<td>190.6</td>
<td>194.6</td>
<td>298.5</td>
<td>828</td>
</tr>
<tr>
<td>BIDE+</td>
<td>518.6</td>
<td>1300.4</td>
<td>1355.9</td>
<td>1358.9</td>
<td>1715.9</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>487.2</td>
<td>1042.5</td>
<td>1141.8</td>
<td>1327.3</td>
<td>1531</td>
</tr>
</tbody>
</table>

**TABLE 36: MEMORY BENCHMARK FOR MINSUP=0.01, OVERLAP=TRUE, LENGTH=2-7**

As expected the memory needed increases for WSDD, PrefixSpan and BIDE+. The memory consumption for GapBIDE stays unchanged high, which is a further indication that the implementation of this algorithm in Java is inefficient.

The last benchmark was again to compare the performance if the maximum pattern length was increased from 7 to 10 events. With these adaptations, the following amount of memory was consumed by the different algorithms:
It can be seen from this benchmark that the increase of the maximal pattern length can have an impact on the memory needed by the different algorithms. Especially BIDE+ is showing big differences in this regard. The previously noticed difference between smart homes no. 50 and no. 17 is increasing even further for 2- to 10-event patterns.

As can be seen from the achieved results, WSDD and PrefixSpan are again significantly better than the two BIDE algorithms. WSDD uses a little less memory in general, but the differences are quite small in this regard, except when there are a lot of events (e.g. smart home no. 11 or when overlapping patterns are used): in those situations WSDD uses up to 40% less memory.

A possible action to improve the memory consumption, regardless of the used algorithm, would be the use of a translation table. With such a translation table the more memory intensive Strings, which make up the events in the Aizo data, could be translated to less memory intensive Integers. A translation table would hold for each unique and distinct event one entry and could look something like this:

<table>
<thead>
<tr>
<th>Original event as a String</th>
<th>Translation of event to an Integer</th>
</tr>
</thead>
<tbody>
<tr>
<td>752:18</td>
<td>1</td>
</tr>
<tr>
<td>5927:113</td>
<td>2</td>
</tr>
<tr>
<td>3726:6487</td>
<td>3</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**TABLE 38: EXAMPLE OF A TRANSLATION TABLE TO REDUCE THE MEMORY CONSUMPTION**
The creation of such a translation table could be done either as a preprocessing step in the database, in an additional piece of software, which would only do the translation, or as part of the algorithms themselves.

It can be concluded that also from a memory consumption point of view, WSDD shows good results. As with run times, the only algorithm that can achieved similar results is PrefixSpan. However, the achieved results regarding memory consumption are not as good as the ones for the run times.

6.5 THE BENCHMARKS WHEN WILDCARDING IS ACTIVATED

Besides measuring run times and memory consumption, benchmarks with different settings for the wildcarding parameters were conducted. Since only WSDD and GapBIDE support true wildcarding, only those two algorithms were compared. Additionally, since the run times of the Java version of GapBIDE, written for this research project, showed some bad results (because of some unknown inefficiencies in the Java code, which could not be pinpointed during the limited time frame of this master thesis), it was decided that the original source code of GapBIDE, written in the programming language Python by Li, et al. (2012), shall be used in these benchmarks. This allows a more meaningful comparison of the performance of WSDD and GapBIDE, because the bad performance for smart homes with a lot of events is not present in the Python version of GapBIDE.

This made it necessary to call the Python program from within the Java code. The measurements of run times is still possible, since Java can wait for the execution of an external process to end before continuing with the next Java statement. However, the way this research project measures the memory consumption, this is by using the MemoryLogger provided by the SPFM framework, is not possible since the mining process takes place outside of Java in Python. Therefore, the memory consumption for the Python version of GapBIDE was measured with the Performance Monitor of Windows 8 (Counter: Private Bites, Process: python.exe), which provides accurate and precise enough results to make a comparison of the memory consumption possible.

For the first benchmark the same settings as for some of the previous benchmarks were used. These are:

- A minimum support of 0.01
- Non-overlapping patterns with a minimal length of 2 and a maximal length of 7 events

However, this time wildcarding was activated and the wildcard length set to 1. The trial runs with these settings showed the following results in seconds:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>41</td>
</tr>
<tr>
<td>PythonGapBIDE</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 39: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-7, Wildcard=1**

These run times can be visualized as follows:
As can be seen, WSDD is still the fastest available algorithm for mining patterns with wildcards, however PythonGapBIDE is as fast as WSDD. Additionally, the inefficiencies of the Java code for GapBIDE become visible for smart home no. 11 where the Python version of GapBIDE needs 2 seconds while the Java version needs over twenty times as long: 41 seconds.

When looking at the memory consumption, for the first time WSDD is clearly outperformed. For the chosen settings, the pruning technics of GapBIDE implemented in Python prove very effective regarding memory consumption (measurements in Megabytes):

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>38.4</td>
<td>38.8</td>
<td>119.3</td>
<td>207</td>
<td>599.4</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>61.4</td>
<td>1302.8</td>
<td>1060.2</td>
<td>1294.9</td>
<td>1324.1</td>
</tr>
<tr>
<td>PythonGapBIDE</td>
<td>5</td>
<td>8.6</td>
<td>9.4</td>
<td>13.5</td>
<td>50.8</td>
</tr>
</tbody>
</table>

TABLE 40: MEMORY BENCHMARK FOR MinSup=0.01, OVERLAP=FALSE, LENGTH=2-7, WILDCARD=1
When looking at the memory consumption one has to keep in mind that the measurements for the two Java algorithms also contain some memory overhead (up to about 300 MB) not directly associated with the mining process itself which is not contained in the measurements of the PythonGapBIDE. Additionally, the used method for measuring memory consumption in Python (Windows Performance Monitor) is not as precise as is MemoryLogger and might miss memory peaks because it cannot measure the memory consumption in lower intervals than 1 second. Besides that, the achieved results by PythonGapBIDE are impressive and outperform WSDD clearly regarding memory consumption.

For the next benchmark both the number of events was increased by using overlapping instead of non-overlapping patterns and the minimum support was lowered to 0.001. This produced the following results:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>1</td>
<td>133</td>
<td>76</td>
<td>162</td>
<td>2089</td>
</tr>
<tr>
<td>PythonGapBIDE</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>12</td>
</tr>
</tbody>
</table>

**Table 41: Run time benchmark for MinSup=0.001, Overlap=True, Length=2-7, Wildcard=1**

![Benchmark of run times for WSDD & GapBIDE](image)

**Figure 49: Run time benchmark for MinSup=0.001, Overlap=True, Length=2-7, Wildcard=1**
When regarding the results it can be seen that WSDD is most of the times a little faster than GapBIDE implemented in Python. The Java implementation of GapBIDE shows again that something is wrong with the Java code: the last benchmark for smart home no. 11 took over 2’000 seconds to finish.

From a memory consumption point of view an interesting thing to consider is that the increase of the events and the lowering of the minimum support favors WSDD much more than it does GapBIDE:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>41.8</td>
<td>117.2</td>
<td>472.6</td>
<td>762.1</td>
<td>1463.3</td>
</tr>
<tr>
<td>GapBIDE</td>
<td>259.1</td>
<td>849.8</td>
<td>1193.9</td>
<td>1189</td>
<td>1467.2</td>
</tr>
<tr>
<td>PythonGapBIDE</td>
<td>5.3</td>
<td>47.9</td>
<td>68.2</td>
<td>79.4</td>
<td>823.9</td>
</tr>
</tbody>
</table>

Table 42: Memory benchmark for MinSup=0.001, Overlap=True, Length=2-7, Wildcard=1
While all the previous benchmarks with a minimum support of 0.01 and non-overlapping patterns showed much better results of PythonGapBIDE, this is also true for most of the runs with MinSup=0.001 and overlapping patterns. However, when the number of events is really high like for example in smart home no. 11, PythonGapBIDE begins to struggle and uses disproportionately much more memory (even though the total is still less than what WSDD needs).

Out of curiosity the amount of events was further increased by the researcher to see if the disproportional rise of memory usage for PythonGapBIDE would continue (this was simulated by including the outliers of smart home no. 11 where click_type_id = '0'). The results for both run time as well as memory consumption for this ad hoc benchmark were recorded in the windows performance monitor and look side-by-side as follows:

![Figure 52: Ad hoc benchmark for MinSup=0.001, Overlap=True, Length=2-7, Wildcard=1](image)

It can be seen that, while PythonGapBIDE showed very promising results regarding memory consumption in the previous benchmarks, when the number of events rises even more (to about 380'000) the memory consumption of PythonGapBIDE (2.28 GB) surpasses the one of WSDD (1.88 GB).
Additionally, the PythonGapBIDE’s run time is roughly twice as long as WSDD’s one (42 seconds for PythonGapBIDE versus 19 seconds for WSDD).

However, the much bigger disadvantage of GapBIDE (than the worse run times and the bad scaling regarding memory consumption when a lot of events are to be mined), is its previously mentioned inability to output the location where the wildcard was inserted in the pattern. For example it presents the patterns “680:6 -> 680:8”, “680:6 -> 680:7 -> 680:8” and “680:6 -> 4691:87 -> 680:8” as “[Support Count Z], 680:6, 680:8” when the wildcarding of one event is allowed. WSDD on the other hand reports the patterns more intuitively as “[Support Count X], 680:6, 680:8” and “[Support Count Y], 680:6, *, 680:8”.

The performance of the different algorithms and the associated problems put aside, it has to be said that wildcarding has not the potential attributed to it at the beginning of this research project because there are only few instances where wildcarding produces significantly different results from when wildcarding is deactivated. As a representative example the results from smart home no. 11 can be considered. The following table lists the top 20 patterns found in that smart home:

<table>
<thead>
<tr>
<th>Support Count</th>
<th>Event 1</th>
<th>Event 2</th>
<th>Event 3</th>
<th>Event 4</th>
<th>Event 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>8706</td>
<td>752:18</td>
<td>752:17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8495</td>
<td>752:17</td>
<td>752:18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8141</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7913</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7807</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7787</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7488</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
<td>752:17</td>
<td></td>
</tr>
<tr>
<td>7335</td>
<td>752:18</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
<td></td>
</tr>
<tr>
<td>7324</td>
<td>752:17</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
<td></td>
</tr>
<tr>
<td>7320</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td></td>
</tr>
<tr>
<td>7169</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
<td>752:18</td>
<td></td>
</tr>
<tr>
<td>7153</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td></td>
</tr>
<tr>
<td>6905</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
</tr>
<tr>
<td>6904</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
</tr>
<tr>
<td>6806</td>
<td>752:17</td>
<td>752:18</td>
<td>*</td>
<td>752:18</td>
<td>752:17</td>
</tr>
<tr>
<td>6767</td>
<td>752:18</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
<td>752:18</td>
</tr>
<tr>
<td>6755</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
</tr>
<tr>
<td>6692</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
</tr>
<tr>
<td>6689</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td>*</td>
<td>752:17</td>
</tr>
<tr>
<td>6677</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
<td>752:18</td>
<td>752:17</td>
</tr>
</tbody>
</table>

**TABLE 43: THE TOP 20 WILDCARDED PATTERNS OF SMART HOME NO. 11**

As can be seen, the increases of the support count of the wildcarded patterns over the non-wildcarded patterns is low. This is not only the case for smart home no. 11 but for all the other smart homes as well. It can therefore be said that wildcarding is not worth considering when mining frequent patterns in smart home event data since the increase in run times and memory consumption is not yielding significantly better results in the form of wildcarded patterns which have a much higher support than the non-wildcarded patterns.
If this is done, wildcarding disabled, the comparison regarding run times of WSDD versus PythonGapBIDE looks as follows:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>PythonGapBIDE</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>14</td>
</tr>
</tbody>
</table>

**Table 44: Run Time Benchmark for MinSup=0.001, Overlap=True, Length=2-7, Wildcard=0**

The memory consumption for WSDD and PythonGapBIDE stays mostly the same as presented in Table 42 and Figure 51.

All in all it can be concluded that both benchmarked algorithms handle high amount of events well regarding run times but neither one of them shows very promising results regarding memory consumption. If this feature is sorely needed, despite the fact that the Aizo data set proved that only marginal different results are achieved when wildcarding is activated, and if memory consumption is an issue, the researcher proposes to look for further alternatives (i.e. either find ways to lower the memory consumption for WSDD or PythonGapBIDE or evaluate a completely different algorithm).

### 6.6 THE BENCHMARKS WHEN PERIODIC MINING IS ACTIVATED

The last series of benchmark wanted to compare the run times when periodic mining was activated for WSDD. Since none of the other algorithms allows periodic sequential pattern mining and the time frame of the master thesis did not allow to evaluate and implement a further generic algorithm able to mine periodic sequential patterns, only the impact that the activation of periodic mining has on WSDD was benchmarked.

First of all, the standard settings from the previous benchmarks was used again:

- A minimum support of 0.01
- Non-overlapping patterns with a minimal length of 2 and a maximal length of 7 events
For the five previously benchmarked smart homes WSDD was run with periodic mining deactivated on the one hand and with periodic mining activated, the grace period set to 10% and the minimum support for periodic patterns set to 90% on the other hand.

The achieved results with these settings look as follows:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD w/o periodic mining</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>WSDD with periodic mining</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
</tbody>
</table>

**Table 45: Run time benchmark for MinSup=0.01, Overlap=False, Length=2-7, Periodic MinSup=90%, Grace Period=10%**

As can be seen, only for smart homes with a large amount of events (e.g. no. 11) the activation of periodic pattern mining is affecting the run time in any way. For a small or average number of events, the run times stay exactly the same. This is a little surprising since it was expected that at least for an average amount of events the additional mining of periodic pattern would impact the run times.

However, when the memory consumption is taken into account, the impact of periodic sequential pattern mining becomes obvious:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSDD w/o periodic mining</td>
<td>25.6</td>
<td>38.4</td>
<td>36.9</td>
<td>70.8</td>
<td>148.1</td>
</tr>
<tr>
<td>WSDD with periodic mining</td>
<td>29.4</td>
<td>135.1</td>
<td>135.1</td>
<td>137.4</td>
<td>1349.9</td>
</tr>
</tbody>
</table>

**Table 46: Memory benchmark for MinSup=0.01, Overlap=False, Length=2-7, Periodic MinSup=90%, Grace Period=10%**
As can be seen, WSDD does not scale well when the amount of events is high. For the first time when doing benchmarks with WSDD, the memory consumption explodes.

Because of the bad results regarding memory consumption when large amounts of events are to be minded, for the next benchmark the amount of events was further increased by using overlapping instead of non-overlapping patterns to see if the high memory consumption could affect already average sized event amounts. The results for those benchmarks look as follows:

<table>
<thead>
<tr>
<th>Smart Homes</th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WSDD w/o periodic mining</strong></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>WSDD with periodic mining</strong></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 47: Run time benchmark for MinSup=0.01, Overlap=True, Length=2-7, Periodic MinSup=90%, Grace Period=10%
As can be seen, the run times are not affected at all, expected for smart home no. 11, which represents smart homes with a high amount of events. But even for no. 11 the increase from two to ten seconds is not a dramatic one.

When regarding the memory consumption it becomes visible that the increase for overlapping event patterns is substantial for smart homes with an average amount of events (no. 50, 17 and 2) but does not increase much for smart home no. 11 compared to the results presented in Table 46:

<table>
<thead>
<tr>
<th></th>
<th>7</th>
<th>50</th>
<th>17</th>
<th>2</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WSDD w/o periodic mining</strong></td>
<td>30.7</td>
<td>67.1</td>
<td>128.1</td>
<td>45.8</td>
<td>494.2</td>
</tr>
<tr>
<td><strong>WSDD with periodic mining</strong></td>
<td>44.8</td>
<td>518.4</td>
<td>308.4</td>
<td>327.7</td>
<td>1477.6</td>
</tr>
</tbody>
</table>

**Table 48: Memory benchmark for MinSup=0.01, Overlap=True, Length=2-7, Periodic MinSup=90%, Grace period=10%**

Overall it can be said that even for the largest amounts of events the memory consumption stays well below 2 Gigabytes and that the run times are still very fast with a maximum of ten seconds for smart home no. 11.

When the found periodic sequential patterns are looked at, it becomes obvious that a certain aspect was not considered when designing the enhancement for WSDD for periodic sequential pattern mining. This aspect is the fact that certain patterns may be periodic but only present for a short period of time compared to the overall period of time of the events available in the database. This can be well shown with the following examples from smart home no. 50:

<table>
<thead>
<tr>
<th>Support (in %)</th>
<th>Periodic Pattern (incl. interval and starting time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>94</td>
<td>3726:3064, 3726:3067, 3726:3064@0@01:04</td>
</tr>
<tr>
<td>94</td>
<td>3726:3064, 3726:3067@0@01:04</td>
</tr>
<tr>
<td>91</td>
<td>3726:3067, 3726:3064, 3726:3067, 3726:3064@0@01:05</td>
</tr>
<tr>
<td>91</td>
<td>3726:3067, 3726:3064, 3726:3067@0@01:05</td>
</tr>
<tr>
<td>90</td>
<td>3726:3064, 3726:3067, 3726:3064, 3726:3067@0@01:05</td>
</tr>
<tr>
<td>90</td>
<td>3726:3064, 3726:3067, 3726:3064, 3726:3067@0@01:05</td>
</tr>
</tbody>
</table>

**Table 49: The problem of periodic patterns with an interval of 0 minutes**
As can be seen, all the found events fulfill a high support of 90% or more, this means at least 9 out of 10 events occur within a constant interval (+/- the grace period). However, the detected interval for every found pattern is 0 minutes (as represented by the first @0 in the patterns). If the events of the periodic pattern 3726:3064, 3726:3067@0@0:01:04 are looked up in the database, it becomes obvious that the algorithm did everything right but that the events are just an abnormality:

<table>
<thead>
<tr>
<th>#</th>
<th>start_time</th>
<th>end_time</th>
<th>scene_floor</th>
<th>event_id</th>
</tr>
</thead>
<tbody>
<tr>
<td>538</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441810</td>
</tr>
<tr>
<td>539</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441817</td>
</tr>
<tr>
<td>540</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441818</td>
</tr>
<tr>
<td>541</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441813</td>
</tr>
<tr>
<td>542</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441820</td>
</tr>
<tr>
<td>543</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3066</td>
<td>441821</td>
</tr>
<tr>
<td>544</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441822</td>
</tr>
<tr>
<td>545</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441823</td>
</tr>
<tr>
<td>546</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441824</td>
</tr>
<tr>
<td>547</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441825</td>
</tr>
<tr>
<td>548</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441826</td>
</tr>
<tr>
<td>549</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3063</td>
<td>441827</td>
</tr>
<tr>
<td>550</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3060</td>
<td>441828</td>
</tr>
<tr>
<td>551</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3063</td>
<td>441829</td>
</tr>
<tr>
<td>552</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3069</td>
<td>441830</td>
</tr>
<tr>
<td>553</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3066</td>
<td>441831</td>
</tr>
<tr>
<td>554</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441832</td>
</tr>
<tr>
<td>555</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441833</td>
</tr>
<tr>
<td>556</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441834</td>
</tr>
<tr>
<td>557</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441835</td>
</tr>
<tr>
<td>558</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441836</td>
</tr>
<tr>
<td>559</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3066</td>
<td>441837</td>
</tr>
<tr>
<td>560</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441838</td>
</tr>
<tr>
<td>561</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3066</td>
<td>441839</td>
</tr>
<tr>
<td>562</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441840</td>
</tr>
<tr>
<td>563</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3066</td>
<td>441841</td>
</tr>
<tr>
<td>564</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441842</td>
</tr>
<tr>
<td>565</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441843</td>
</tr>
<tr>
<td>566</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441844</td>
</tr>
<tr>
<td>567</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441845</td>
</tr>
<tr>
<td>568</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441846</td>
</tr>
<tr>
<td>569</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441847</td>
</tr>
<tr>
<td>570</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441848</td>
</tr>
<tr>
<td>571</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441849</td>
</tr>
<tr>
<td>572</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441850</td>
</tr>
<tr>
<td>573</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441851</td>
</tr>
<tr>
<td>574</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441852</td>
</tr>
<tr>
<td>575</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441853</td>
</tr>
<tr>
<td>576</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441854</td>
</tr>
<tr>
<td>577</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3065</td>
<td>441855</td>
</tr>
<tr>
<td>578</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441856</td>
</tr>
<tr>
<td>579</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441857</td>
</tr>
<tr>
<td>580</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441858</td>
</tr>
<tr>
<td>581</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441859</td>
</tr>
<tr>
<td>582</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441860</td>
</tr>
<tr>
<td>583</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441861</td>
</tr>
<tr>
<td>584</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441862</td>
</tr>
<tr>
<td>585</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441863</td>
</tr>
<tr>
<td>586</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441864</td>
</tr>
<tr>
<td>587</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441865</td>
</tr>
<tr>
<td>588</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441866</td>
</tr>
<tr>
<td>589</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441867</td>
</tr>
<tr>
<td>590</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441868</td>
</tr>
<tr>
<td>591</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3064</td>
<td>441869</td>
</tr>
<tr>
<td>592</td>
<td>11:07.20.02.01:04</td>
<td>3726</td>
<td>3067</td>
<td>441870</td>
</tr>
</tbody>
</table>

**Figure 58: The problem of periodic patterns with an interval of 0 minutes in SH50**
As can be seen, the events occurred all on the same day between 01:04 and 01:05 and have to be regarded as outliers (a possible explanation could be that they were wrongly reported to the database (i.e. multiple times)). All the other patterns with an interval of zero minutes were similar cases, for instance the events resulting in the periodic pattern 1280:4608, 1280:4608@0@16:18 found in smart home no. 17 look like this:

<table>
<thead>
<tr>
<th></th>
<th>start_time</th>
<th>event_source</th>
<th>scene/click/sensor</th>
<th>event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17.02.2013 16:14</td>
<td>1231</td>
<td>1228</td>
<td>797111</td>
</tr>
<tr>
<td>2</td>
<td>17.02.2013 16:14</td>
<td>1231</td>
<td>1187</td>
<td>797112</td>
</tr>
<tr>
<td>3</td>
<td>17.02.2013 16:18</td>
<td>1280</td>
<td>4608</td>
<td>797113</td>
</tr>
<tr>
<td>4</td>
<td>17.02.2013 16:18</td>
<td>1280</td>
<td>4608</td>
<td>797114</td>
</tr>
<tr>
<td>5</td>
<td>17.02.2013 16:19</td>
<td>1280</td>
<td>4608</td>
<td>797115</td>
</tr>
<tr>
<td>6</td>
<td>17.02.2013 16:19</td>
<td>1280</td>
<td>4608</td>
<td>797116</td>
</tr>
<tr>
<td>7</td>
<td>17.02.2013 16:19</td>
<td>1280</td>
<td>4608</td>
<td>797117</td>
</tr>
<tr>
<td>8</td>
<td>17.02.2013 16:19</td>
<td>1280</td>
<td>4608</td>
<td>797118</td>
</tr>
<tr>
<td>9</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797119</td>
</tr>
<tr>
<td>10</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797120</td>
</tr>
<tr>
<td>11</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797121</td>
</tr>
<tr>
<td>12</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797122</td>
</tr>
<tr>
<td>13</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797123</td>
</tr>
<tr>
<td>14</td>
<td>17.02.2013 16:20</td>
<td>1280</td>
<td>4608</td>
<td>797124</td>
</tr>
<tr>
<td>15</td>
<td>17.02.2013 16:33</td>
<td>1236</td>
<td>1198</td>
<td>797125</td>
</tr>
<tr>
<td>16</td>
<td>17.02.2013 16:33</td>
<td>1245</td>
<td>1199</td>
<td>797126</td>
</tr>
</tbody>
</table>

**Figure 59: The Problem of Periodic Patterns with an Interval of 0 Minutes in SH17**

It can be concluded that all these periodic patterns with an interval of zero minutes found in the smart homes no. 11, 17, 50 and 7 are caused by outliers and are therefore useless.

An additional problem presented the fact that with the chosen parameter settings of 90% / 10% (which in theory seemed to the researcher an aggressive but realistic setting for finding only a few periodic patterns) no periodic patterns at all were found for smart homes no. 2.

Because of these two problems it can be concluded that the settings of 90% minimum support for periodic patterns and a grace period of only 10% are too aggressive. The next benchmarks were therefore run with less restrictive settings of 60% minimum support for periodic patterns and 15% of grace period. Additionally the events with an interval of zero minutes were manually filtered and the minimum pattern length reduced from 2 to 1 because for periodic pattern also single events can be of interest (e.g. every night at 22:00 the venetian blinds are closed). The achieved results were not better: although the outliers with an interval of 0 minutes can be excluded in that way, the problem is that only a few events remain, some of those with very large intervals of 14’040 to 70’500 minutes. Such long intervals of over one week are not very interesting when establishing a baseline of what constitutes normal behavior in a smart home.

A possible improvement could be achieved by the introduction of two additional user parameters: a minimum and maximum interval length (e.g. 60 minutes to 2880 minutes) and a minimum support count for periodic patterns (in addition to the minimum support), which would allow the specification of how...
often the sequential pattern must occur overall to be mined for periodicity (e.g. a pattern that occurs only 20 times or less over all in the data set is not considered for periodic mining at all).

However, if these criteria were applied via a quick & dirty Java code change, for the smart homes no. 7, 50, 17, 2 and 11 only a handful of periodic event remained. At a first glance this could suggest that besides wildcards, which could not fulfill the potential attributed to them at the beginning of the project, also periodic sequential pattern mining is not interesting in the field of smart homes.

However, in the eyes of the researcher, periodic pattern mining is interesting also for smart homes and the most probably explanation for finding almost no periodic patterns with a support of over 60% within a grace period of up to 15% and an interval greater zero minutes, lies in the fact that the implemented way of detecting periodic patterns, which was inspired by some ideas presented by Rashidi and Cook (2009), works in theory but misses out on all the periodic patterns that are not exclusively periodic. If the following example (44, 1302:1357@1447@20:11) from smart home no. 18 is considered, it becomes clear what is meant:

<table>
<thead>
<tr>
<th>Event ID</th>
<th>Start time</th>
<th>Source ID</th>
<th>Scene ID</th>
<th>Time difference in minutes</th>
<th>Within interval +/-10% Grace?</th>
</tr>
</thead>
<tbody>
<tr>
<td>2942254</td>
<td>05.03.2013 19:10</td>
<td>1302</td>
<td>1357</td>
<td>1397.066667</td>
<td>TRUE</td>
</tr>
<tr>
<td>2950302</td>
<td>06.03.2013 18:27</td>
<td>1302</td>
<td>1357</td>
<td>1455.55</td>
<td>TRUE</td>
</tr>
<tr>
<td>2966226</td>
<td>07.03.2013 18:42</td>
<td>1302</td>
<td>1357</td>
<td>1427.633333</td>
<td>TRUE</td>
</tr>
<tr>
<td>2966326</td>
<td>08.03.2013 18:31</td>
<td>1302</td>
<td>1357</td>
<td>1.416666666</td>
<td>FALSE</td>
</tr>
<tr>
<td>2966392</td>
<td>09.03.2013 18:50</td>
<td>1302</td>
<td>1357</td>
<td>1459.15</td>
<td>TRUE</td>
</tr>
<tr>
<td>2981662</td>
<td>10.03.2013 18:46</td>
<td>1302</td>
<td>1357</td>
<td>1435.516667</td>
<td>TRUE</td>
</tr>
<tr>
<td>2981710</td>
<td>10.03.2013 21:50</td>
<td>1302</td>
<td>1357</td>
<td>183.85</td>
<td>FALSE</td>
</tr>
<tr>
<td>2981752</td>
<td>11.03.2013 19:09</td>
<td>1302</td>
<td>1357</td>
<td>1279.733333</td>
<td>FALSE</td>
</tr>
<tr>
<td>3019852</td>
<td>12.03.2013 18:38</td>
<td>1302</td>
<td>1357</td>
<td>210.3</td>
<td>TRUE</td>
</tr>
<tr>
<td>3019875</td>
<td>12.03.2013 22:08</td>
<td>1302</td>
<td>1357</td>
<td>1408.5</td>
<td>FALSE</td>
</tr>
<tr>
<td>3019946</td>
<td>13.03.2013 19:18</td>
<td>1302</td>
<td>1357</td>
<td>1270.15</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020018</td>
<td>14.03.2013 18:38</td>
<td>1302</td>
<td>1357</td>
<td>1399.75</td>
<td>TRUE</td>
</tr>
<tr>
<td>3020028</td>
<td>14.03.2013 19:30</td>
<td>1302</td>
<td>1357</td>
<td>51.76666667</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020121</td>
<td>15.03.2013 19:08</td>
<td>1302</td>
<td>1357</td>
<td>1417.966667</td>
<td>TRUE</td>
</tr>
<tr>
<td>3020160</td>
<td>15.03.2013 20:39</td>
<td>1302</td>
<td>1357</td>
<td>90.88333333</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020169</td>
<td>15.03.2013 20:54</td>
<td>1302</td>
<td>1357</td>
<td>14.95</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020220</td>
<td>16.03.2013 04:18</td>
<td>1302</td>
<td>1357</td>
<td>44.41</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020257</td>
<td>17.03.2013 23:07</td>
<td>1302</td>
<td>1357</td>
<td>2569.416667</td>
<td>FALSE</td>
</tr>
<tr>
<td>3020334</td>
<td>18.03.2013 18:57</td>
<td>1302</td>
<td>1357</td>
<td>1190.15</td>
<td>FALSE</td>
</tr>
<tr>
<td>3028193</td>
<td>19.03.2013 19:05</td>
<td>1302</td>
<td>1357</td>
<td>1447.916667</td>
<td>TRUE</td>
</tr>
<tr>
<td>3033014</td>
<td>20.03.2013 19:03</td>
<td>1302</td>
<td>1357</td>
<td>1437.9</td>
<td>TRUE</td>
</tr>
<tr>
<td>3068078</td>
<td>21.03.2013 19:04</td>
<td>1302</td>
<td>1357</td>
<td>1440.95</td>
<td>TRUE</td>
</tr>
<tr>
<td>3068129</td>
<td>21.03.2013 22:18</td>
<td>1302</td>
<td>1357</td>
<td>193.78333333</td>
<td>FALSE</td>
</tr>
<tr>
<td>3101818</td>
<td>22.03.2013 18:33</td>
<td>1302</td>
<td>1357</td>
<td>1214.7</td>
<td>FALSE</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
</tr>
</tbody>
</table>

| Fraction: | 0.44          |
| Fraction as integer (Support): | 44 |

**Table 50: Example of Low Periodic Support for a Not Exclusively Periodic Pattern**

As can be seen from the column “Within interval +/-10% Grace?”, only 11 out of the sample of 25 events / 1-event “patterns” occur within the interval of 1447 minutes, which was mined by WSDD. These 11 periodically occurring events out of the total of 25 events result in the relative low periodic
support count of 44%. However, if one looks at the time period 6.3.2013 - 22.3.2013 listed above it becomes apparent that out of those 17 days the event 1302:1357 occurs on 15 days at around 20:11 (+/- 10%) and the pattern is in fact very periodic. The problem are the additional occurrences of the events outside of the interval, which reduce the support dramatically, making the pattern not periodic in the eyes of WSDD.

Additionally, the current implementation of WSDD cannot find patterns with more than one periodicity: for example if a pattern occurs every day at around 7:00 and the same pattern additionally occurs always at around 16:00, the algorithm does not deliver any useful results.

Because of these problems, it is proposed to investigate the issue of mining periodic sequential patterns with some generic periodic (sequential) pattern mining algorithm and adapt it to the smart home area. Additionally it could be worthwhile to adapt WSDD to whatever way is used by generic periodic (sequential) pattern mining algorithms to be able to do some benchmarks.

6.7 CONCLUSION OF CHAPTER 6

In conclusion it can be said that WSDD, despite being only an optimized brute-force approach, is an adequate choice for sequential pattern mining in the smart home area when memory consumption is no big issue (which is conceivable given today’s situation where workstations have easily 8 GB of RAM and more and server memory ranges up to a few terabytes) and only fast run times are needed:

- WSDD paces or even outperforms the fastest generic sequential pattern mining algorithm which was benchmarked in this research project (PrefixSpan and the Python version of GapBIDE). Regarding run times, both variations of the BIDE algorithm implemented in Java are outperformed in all benchmarks by WSDD, sometimes by factors.
- Also regarding memory consumption WSDD is an interesting option: while the total amount of memory consumption can be quite high (1.5 GB to 1.9 GB for very high amounts of events), PrefixSpan and WSDD are on par for certain parameter settings and WSDD more often than not uses less memory compared to PrefixSpan. BIDE+ normally uses even more memory than PrefixSpan. Only PythonGapBIDE uses less memory than WSDD most of the times. However, all the benchmarked algorithms, including PythonGapBIDE, need large amounts of memory for large amounts of events and can therefore not be considered much better than WSDD.
- No preprocessing is needed for the input data. The continuous event data from the smart homes can be directly fed to WSDD as opposite to generic sequential pattern mining algorithms like BIDE+, PrefixSpan or GapBIDE, which need a sequence database as input.
- Even more important than the elimination of the preprocessing step is the always correctly reported support (count), for maximal as well as non-maximal patterns. BIDE+, PrefixSpan as well as GapBIDE only report the correct support for maximal patterns, which is a big handicap of those algorithms. Only through a workaround of using multiple runs for the same smart home the correct results for the support count of non-maximal patterns can be achieved (the workaround is to set MIN_LENGTH = MAX_LENGTH and repeat the mining MAX_LENGTH – MIN_LENGTH + 1 times).
- While BIDE+, PrefixSpan and especially GapBIDE offer capabilities to mine wildcarded patterns, only WSDD is able to report where the wildcard was found in the pattern. This is an important aspect when comparing the baseline (in the form of the mined frequent sequential patterns) with currently happening events in a smart home. Additionally, with WSDD it is
possible to deactivate the wildcard feature (e.g. because it is not very interesting for the area of presence simulation), something which both BIDE+ as well as PrefixSpan are not able to do (however, the previously presented workaround can be used to disable wildcarding: set $MIN\_LENGTH = MAX\_LENGTH$ and repeat the mining $MAX\_LENGTH - MIN\_LENGTH + 1$ times). Only GapBIDE offers the same possibility as WSDD in this regard by default and without using any workarounds. This deactivation of wildcarding is also what is suggested by the researcher for the mining of sequential patterns in smart homes, since wildcarding does not present very different results (at least not for the data set available for this research project).

- WSDD offers the possibility to mine periodic patterns. While the achieved results are not (yet) perfect, with some additional effort (e.g. improve the algorithm so that it is also able to correctly mine patterns which occur very periodically at fixed intervals but additionally also at random times and are therefore currently not picked up by WSDD) an even bigger advantage can be gained compared to traditional algorithms like PrefixSpan, BIDE+ or GapBIDE.

- By changing a couple of lines of Java code, WSDD could be adapted to accept, instead of the minimum support count, a $TOP_n$ parameter to limit the number of patterns reported, which could be a more intelligent way for certain use cases. This would also eliminate the problem that too high a value for minimum support count results in no patterns being found.

- And last but not least is WSDD the easiest to understand and therefore also to implement algorithm, since it is only an optimized brute-force approach.

While WSDD can be recommended without reservations for application when memory consumption is irrelevant, the situation looks different if memory consumption is an issue. From a memory consumption point of view neither WSDD nor any of the other benchmarked algorithms could show good results for all the different combinations of parameter settings and smart homes. Therefore it is proposed to investigate the following possible improvements regarding memory consumption after this research project is finished:

1. proposition to save memory: use integers instead of strings for the representation of events.

   In a short trial, some quick & dirty Java code modifications and an extension of the database with a translation table for all the events of smart home no. 11, showed promising results regarding memory consumption. The following input parameters were used for this ad hoc benchmark:

   ![Figure 60: Ad Hoc Memory Consumption Benchmark with a Translation Table](Image)
With those settings WSDD mined the overlapping patterns of smart home no. 11 with a length of 2 to 7 events represented as integers in about 1 second (which is on par with the run times when strings are used for the event representation). The maximum memory consumption in Megabytes dropped from 501.9 to 175.2, which equals a reduction of memory consumption of 65%.

However, to fully benefit from using integers instead of strings and to possibly achieve even bigger memory savings, the whole WSDD source code would have to be rewritten to accommodate this change and the time frame of this research project did not allow that.

2. **proposition**: enhance the brute-force algorithm WSDD with some intelligence.

   Along the line of how Apriori and BIDE+ work, WSDD could initially only mine 2-events patterns for their support count. Next, it would prune all the patterns which do not make the cut (support count < minimum support count). Only then WSDD would continue to mine longer patterns of three and more events. However, the algorithm would only store those 3+ events patterns in the HashMap if they contain one of the frequent 2-events patterns as a basis. This would reduce the size of the HashMap considerably by employing the Apriori principle which states that a super-pattern (e.g. a 5-events pattern) can never be more frequent than a sub-pattern (2-events pattern).

3. **proposition**: shorten the mining timeframe.

   Currently WSDD (and all the other algorithms against which it was benchmarked) used the whole range / timeframe of available events, which consists of up to eight months. It would be possible to mine only shorter timeframes (e.g. only the most recent two months instead of eight months). This would result in fewer patterns and therefore less memory consumption. However, to achieve the same quality for the found patterns, it would be necessary to combine the newest results with ones from previous mining sessions. An even better quality could be achieved by employing something like a decay-factor for each pattern, which would allow the deletion of old and outdated frequent patterns from the repository of all known frequent patterns.

4. **proposition**: the two HashMaps dedupedPatterns und periodicPatterns could be combined.

   For the prototypes developed for this research project, two independent HashMaps were used to store the frequent and the periodic patterns. Since they contain redundant information, a combination of those two HashMaps would also result in a lower memory consumption if periodic mining is activated: it should be possible to reduce the memory consumption by approximately the amount of memory used by the runs without periodic mining.

5. **proposition**: evaluate other, more memory-considerate data types in Java than HashMaps.

   While the HashMaps proved to be quite fast, it is conceivable that there exist other data types, e.g. Trove Collections (source: [http://trove.starlight-systems.com/](http://trove.starlight-systems.com/)), which use less memory.

6. **proposition**: evaluate other programming languages than Java.

   Check if a WSDD implementation in other programming languages (e.g. PERL) could be less memory intensive than in Java.

Finally the researcher proposes to investigate the potential of periodic patterns in more detail, since the simple approach which is currently employed by WSDD yields nearly no useable periodic patterns. It is suggested to look for and evaluate some generic algorithm(s) able to mine periodic (sequential) patterns and adapt it/them to the smart home conditions (e.g. that there is only one continuous sequence of events).
7 CONCLUSION

7.1 INTRODUCTION TO CHAPTER 7

In this final chapter the main findings are summarized as the project’s contribution to the body of scientific knowledge and an outlook for possible future research projects, building on the findings of this project, is presented. Additionally, a summary of what was done for this project is given.

7.2 CONTRIBUTION TO THE BODY OF SCIENTIFIC KNOWLEDGE

The following subchapters contain the different contributions of this research project to the body of scientific knowledge.

7.2.1 THE OPTIMAL SET OF PARAMETERS FOR SEQUENTIAL PATTERN MINING IN SMART HOMES

The first contribution to the body of scientific knowledge consists of the parameter settings which proved to be the most useful for the data available and the recommendation of the fastest algorithm found for frequent sequent pattern mining.

Since the data available for this research project are real-life data collected by Aizo, it is assumed that the following parameter settings hold for smart home event data in general:

- Pattern length of 2-5 events:
  Frequent sequential patterns consisting only of one event are only interesting for periodic mining but not for frequent sequential pattern mining and the minimum length is therefore proposed to be set to 2. Patterns with more than 5 events proved to be in all but one instance repetitions of shorter 2-, 3- or 4-events patterns, therefore 5 is proposed as the maximum length.
- Minimum support of 0.01 – 0.001:
  Higher minimum support values than 0.01 produce almost no frequent patterns for certain smart homes while lower values than 0.001 produce a lot of uninteresting patterns that occur too few times. The following numbers of overlapping 2- to 5-events patterns can be mined from the Aizo dataset with three different minimum support values:

<table>
<thead>
<tr>
<th>Smart Home</th>
<th>Minimum support</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.01</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>6</td>
<td>33</td>
</tr>
<tr>
<td>7</td>
<td>79</td>
</tr>
<tr>
<td>9</td>
<td>26</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>11</td>
<td>23</td>
</tr>
<tr>
<td>17</td>
<td>10</td>
</tr>
<tr>
<td>18</td>
<td>17</td>
</tr>
</tbody>
</table>
TABLE 51: THE NUMBER OF OVERLAPPING 2- TO 5-EVENTS PATTERNS FOUND FOR
DIFFERENT MINIMUM SUPPORTS

- Overlapping patterns:
  Overlapping patterns are recommended because certain patterns are only found by mining
  overlapping patterns and are missed when mining non-overlapping patterns.

- Wildcarding should be deactivated:
  Since wildcarding does not generate significantly different results but increases both run times
  as well as memory consumption, it is in most cases not worth to activate it.

- Periodic mining should be deactivated:
  Since almost no periodic patterns can be found by WSDD with at least moderately strict
  parameter values for minimum support and grace period, it is suggested to disable it. However,
  it is strongly recommended to adapt the way periodic patterns are mined and then periodic
  mining should be re-evaluated.

An additional benchmark for these “sweet spot” settings mentioned above shows the following adjusted
results in seconds (WSDD was run only once, the other three algorithms four times each, for the values
MIN_LENGTH / MAX_LENGTH = {2,3,4,5}, and the run times cumulated to assure a correct support
count):

```
    7  94  3  9  6  26  56  20  24  50  40  2  55  17  28  30  18  5  54  10  11  23
WSDD        0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0  0
PrefixSpan  0  0  0  0  0  0  0  0  0  0  1  1  1  1  1  2  3  5  5  10  5
BIDE+       1  0  0  0  2  2  2  2  2  5  4  6  6  7  4  23  6  25  21  43  35
PythonGapBIDE 4  4  4  4  4  4  4  4  4  4  5  5  5  5  5  9  5  10  9  10  17  16
```

TABLE 52: ADJUSTED RUN TIME BENCHMARK FOR MINSUP=0.005, OVERLAP=TRUE, LENGTH=2-5
As can be seen, WSDD is the best choice regarding run times with those settings. This corresponds with all the other benchmarks conducted for this research project and from a run time point of view it can therefore be concluded that using elaborate algorithms like PrefixSpan or GapBIDE is not only an overkill regarding complexity but also slower than using an optimized brute-force approach in the form of WSDD.

### 7.2.2 The Proof of the Thesis Statement

The second contribution is the (dis)prove of the thesis statement. For repetition, the thesis statement of this thesis is called:

> It is possible to learn, in an efficient way, frequent and periodic usage patterns and preferences of smart home inhabitants only from event data available within a smart home.

The part of this statement that was proven correct is the one about learning frequent usage patterns of smart home inhabitants in an efficient way, if one is looking only at the run times and memory consumption is a secondary concern. This part can be fulfilled especially well by WSDD, which finds frequent sequential patterns very fast (e.g. for all the real-life smart home event data available for this project the brute-force approach needs less than a second per smart home to find between 18 and 190 frequent overlapping patterns of 2 to 5 events each). Memory consumption could be a secondary concern if e.g. Aizo does the mining on a central dedicated server infrastructure outside of the smart home and offers the mined patterns as a service to the smart home inhabitants.

However, if efficiency means efficient memory usage (i.e. low memory consumption), none of the benchmarked algorithms showed good results for all the different benchmarks conducted for this research project: the Python version of GapBIDE showed the most promising results overall, with the exception that WSDD scales better for very large amount of events. Chapter 6.7 includes different propositions which could help to reduce the memory consumption of the different algorithms, especially WSDD, and the researcher proposes to investigate those possibilities should memory consumption be
an issue (e.g. if it is planned to do the mining inside smart home components with limited memory available).

One part of the statement which could not be conclusively proven or disproven as part of the research project is the aspect of mining periodic sequential patterns. While a few periodic patterns could be found in the initial manual data analysis done for this research project and while in theory an interesting aspect, the implemented enhancement to WSDD for mining periodic pattern does not work as planned and only a hand full of periodic patterns was detected by the algorithm in all the events of all the different smart homes. The researcher therefore proposes to re-investigate the aspect of periodic sequential mining in a follow-up research project (see also further elaborations in chapter 6.6 regarding the problems encountered during this project).

7.2.3 THE ANSWERS TO THE RESEARCH QUESTIONS

The third contribution comes in the form of the answers to the research questions. Those are divided into separate subchapters per research question.

7.2.3.1 WHAT EXACTLY IS A PATTERN AND WHAT KIND OF PATTERNS EXIST INSIDE THE DATA?

The data available for this research project come from Aizo, a Swiss company producing smart home components. They collect the data of 24 different private smart homes as part of a pilot project and a time period of eight months was provided for this research project.

Inside those data sequential event patterns can be found. A sequential pattern is for example the turning on of a lamp, then opening the venetian blinds before the same lamp is extinguished. This would look something like “100:200 -> 200:300 -> 100:400” in the database from Aizo, where the first number is the ID where the event was triggered (e.g. the light switch in the bedroom) and the second number, delimited by a ‘:’, is the state (e.g. on or off). Additionally a timestamp is recorded with each event. A real-life example from smart home no. 2 is the following 3-events pattern: “78:7 -> 78:9 -> 105:8”, which translates to “Kitchen lighting switch:Mood1 -> Kitchen lighting switch:Off -> Ground floor bath room lighting switch:Mood1”.

Additional patterns can be found in the power consumption curves of the smart homes (see chapters 4.3 and 0). However, this research project did not investigate those patterns in depth.

7.2.3.2 WHAT REGULARITIES DO THE PATTERNS HAVE?

Two different regularities could be found inside the smart home data:

- frequent sequential patterns and
- periodic sequential patterns or events.

While the project achieved to mine frequent patterns with all four algorithms (WSDD, PrefixSpan, BIDE+ and GapBIDE), only WSDD would in theory be able to mine periodic patterns. However, due to design-time weaknesses of the enhancements for WSDD regarding periodic pattern mining, the achieved results are not satisfactory and it is proposed to further investigate this topic (see chapter 6.6).
7.2.3.3 HOW CAN THE DATA BE ENCODED FOR THE DIFFERENT ALGORITHMS?

For WSDD, which was explicitly developed for mining frequent sequential patterns in smart home data, the input can be one continuous list of all events, ordered chronologically. Such a list can be gained with a simple SQL query from the relational database storing the smart home information.

For the well-known frequent sequential pattern mining algorithms PrefixSpan and BIDE+ as well as for GapBIDE, the data needs to be encoded as a sequence database. This means that data preprocessing is needed: the one continuous sequence of events has to be divided into n sequences with a length of the maximal number of events that a patterns shall have. Because of that division, wrong support counts are calculated (see chapter 5.3 and especially Table 17). Therefore a workaround was designed by this research project: run PrefixSpan, BIDE+ or GapBIDE multiple times with different input sets (e.g. if patterns of two to five events are wanted, run the algorithm once with a sequence database with all the 2-events patterns, then with all the 3-events patterns, next with all 4-even patterns and finally with all 5-events patterns), via post-processing only maximum-length pattern are reported for each run and finally all the maximum-length patterns are combined. While this workaround works fine and reports the correct support counts, it has the disadvantage that it increases the run times.

7.2.3.4 WHAT ARE SUITABLE METHODS AND ALGORITHMS TO FIND PATTERNS IN THE SMART HOME AREA?

As was shown in chapter 6, all the four algorithms presented in this paper are able to find frequent sequential patterns. While all of them in general are suitable, the run times of the different algorithms vary greatly: BIDE+ needs the longest while both PrefixSpan and GapBIDE (at least its Python implementation) show significantly faster run times. However, even faster run times are achieved with WSDD and it is therefore suggested to use this simple but optimized brute-force method for mining frequent sequential patterns in smart home event data.

For finding periodic sequential patterns, of the four benchmarked algorithms only WSDD is in theory suitable. However, the achieved results were disappointing due to design time weaknesses and it is therefore suggested to spend some more effort to optimize WSDD’s extension for periodic sequential pattern mining and possibly to compare it to a generic state-of-the-art periodic (sequential) pattern / event mining algorithms (see also chapter 6.6 for details and suggestions).

Additionally it is proposed to investigate methods to reduce the memory consumption for WSDD (or GapBIDE / PrefixSpan if one of those algorithms is chosen despite the slower run times), because all three algorithms use considerable amounts of memory (up to roughly 2 GB for smart homes with a lot of events). For suggestions of how to reduce memory consumptions, see chapter 6.7.

7.2.4 USAGE EXAMPLES OF VARIOUS FOUND PATTERNS

The last contribution are use cases for some of the found patterns. Exemplary, the patterns found for smart home no. 50 when using the sweet spot settings proposed in chapter 7.2.1 are used in the following use cases.

- Use case one: save energy by shutting down unneeded appliances.

  The following pattern was found a total of 603 times:
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<table>
<thead>
<tr>
<th>Event no.</th>
<th>Source ID</th>
<th>Scene ID</th>
<th>Source clear-text</th>
<th>Scene clear-text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3187</td>
<td>3006</td>
<td>Switch_W</td>
<td>Mood1</td>
</tr>
<tr>
<td>2</td>
<td>3181</td>
<td>3048</td>
<td>Ceiling light</td>
<td>Mood1</td>
</tr>
<tr>
<td>3</td>
<td>3181</td>
<td>3034</td>
<td>Ceiling light</td>
<td>Off</td>
</tr>
<tr>
<td>4</td>
<td>3187</td>
<td>3010</td>
<td>Switch_W</td>
<td>Off</td>
</tr>
</tbody>
</table>

**TABLE 53: SAMPLE PATTERN FOR ENERGY SAVING**

If the smart home would detect that the first three events were executed, but not the last one (event no. 4, the switching off of Switch_W) and if the smart home detects that a specifiable amount of other patterns were executed since the event no. 3 was executed, it could execute event no. 4 autonomously to save electricity in the assumption that the smart home inhabitant forgot to execute this forth event.

- Use case two: increase comfort of smart home inhabitants through automation.

The following pattern was found a total of 282 times:

<table>
<thead>
<tr>
<th>Event no.</th>
<th>Source</th>
<th>Scene</th>
<th>Source clear-text</th>
<th>Scene clear-text</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3181</td>
<td>3048</td>
<td>Ceiling light</td>
<td>Mood1</td>
</tr>
<tr>
<td>2</td>
<td>3181</td>
<td>3034</td>
<td>Ceiling light</td>
<td>Off</td>
</tr>
<tr>
<td>3</td>
<td>3187</td>
<td>3006</td>
<td>Switch_W</td>
<td>Mood1</td>
</tr>
</tbody>
</table>

**TABLE 54: SAMPLE PATTERN FOR COMFORT INCREASE**

If the smart home would detect that the first two events (3181:3048 and 3181:3034) are the last two events executed in the smart home, it could either ask the smart home inhabitant if it now should activate Mood1 for Switch_W or autonomously execute this third event. Additionally, the smart home could ask the inhabitant if he/she always wants to execute events no. 2 and 3 simultaneously in the future if the previous event was the activation of Mood1 of ceiling light without being asked about it. If the inhabitant answers the question with yes, the event no. 2 (the switching off of ceiling light) would be reprogrammed to also activate Mood1 for Switch_W (event no. 3). If the inhabitant answers with no, an additional question could be asked to the inhabitant: shall the smart home never ask about this pattern / automation in the future? If this second question is answered with yes, the pattern would be put on a permanent black list and ignored from there on.

- Use case three: presence simulation.

If activated, a presence simulator could simulate the presence of smart home inhabitants even though they are away (e.g. on holidays or out on a Saturday evening) to prevent burglars from breaking in. This could be achieved by randomly executing the top n (e.g. 10) frequent events which involve only lightning activities during the night and only shading activities during the day (because it would be useless to execute e.g. access, climate or security events since they cannot be perceived from outside the building). The top 10 patterns for smart home no. 50 consisting exclusively of lighting events are:
These events could be executed randomly and at random times during predefined time frames specified by the smart home inhabitant(s) in the evening and early morning, which could be for example 18:00 – 23:00 and 06:00 – 08:00. Analogously the shading events could be simulated during a time frame at daytime.

It can be argued that for presence simulation it is enough to mine 1-event “patterns” since the execution is random anyways and it would therefore be enough to just execute the top n events (= top n 1-event “patterns”) in a random order. However, the execution of 2- to 5-event patterns could possibly create a more realistic illusion of presence than the execution of random single events.

- Use case four: notify nurses of an assisted living home or relatives if none of the frequent patterns / events are detected.

If none of the top n patterns as presented in Table 55 are being executed in a user-specified period of time and time-frame (e.g. for the last 4 hours between 6:00 and 22:00), then an alarm is triggered and a nurse of the assisted living home or a relative of the inhabitant is notified. In addition to the top n 2- to 5-event pattern, it could also be useful to mine the top m 1-event “patterns” since it would be enough to detect that none of those frequent events (= 1-event “patterns”) happened. For example the top 5 events for smart home no. 50 are:

<table>
<thead>
<tr>
<th>Support count</th>
<th>Source</th>
<th>Scene</th>
<th>Source clear-text</th>
<th>Scene clear-text</th>
</tr>
</thead>
<tbody>
<tr>
<td>3584</td>
<td>3181</td>
<td>3034</td>
<td>Ceiling light</td>
<td>Off</td>
</tr>
<tr>
<td>3583</td>
<td>3181</td>
<td>3048</td>
<td>Ceiling light</td>
<td>Mood1</td>
</tr>
<tr>
<td>2453</td>
<td>3187</td>
<td>3010</td>
<td>Switch_W</td>
<td>Off</td>
</tr>
<tr>
<td>2202</td>
<td>3187</td>
<td>3006</td>
<td>Switch_W</td>
<td>Mood1</td>
</tr>
<tr>
<td>638</td>
<td>3190</td>
<td>3006</td>
<td>Switch_B</td>
<td>Mood1</td>
</tr>
</tbody>
</table>

**Table 56: Sample patterns for nurse / relative notification**

However, it has to be noted that the mining of periodic patterns could be a big benefit for this use case and it is therefore suggested to look into that topic since the current version of WSDD delivers insufficient results (see chapter 6.6 for details). To a lesser degree this is also true for
all the three previously presented use cases which could profit from knowledge in the form of periodic sequential patterns and / or events.

The following two SQL queries (and adaptations thereof) were necessary for translating the found source / scene IDs to clear-text names used in this chapter:

```sql
SELECT event_sources.event_source_id, name, inst_id
FROM event_sources, devices
WHERE event_sources.event_source_id IN ('3187', '3181')
AND event_sources.event_source_id = devices.event_source_id

SELECT scene_id, name
FROM scenes
WHERE scene_id IN ( '3006', '3048', '3034', '3010')
```

-- Frequent sequential pattern: 3187:3006, 3181:3048, 3181:3034, 3187:3010

The German names of the event sources and scenes where translated to English by the researcher.

### 7.3 SUMMARY OF THIS RESEARCH PROJECT

Since this is the last chapter of the research project at hand, a summary of the goal of this project as well as the steps undertaken to reach it is due. Those main steps of this master thesis were:

- The assignment of this master thesis was to find an efficient way to mine patterns in smart home data to establish a baseline for what constitutes normal behavior of smart home inhabitants. Such a baseline in the form of patterns is needed for a smart home to become more intelligent than today’s smart homes are. If a future smart home knows what its inhabitants normally do and prefer, it can deduce and in the end autonomously apply rules that go along with the preferences.
- For the purpose of mining patterns in smart home data, access to the power consumption and event data from a pilot project by Swiss company Aizo, which produces the digitalSTROM components for smart homes, was negotiated. Via a non-disclosure agreement this research project got access to eight month worth of data for 24 private smart homes.
- After an initial manual analysis of the available data and a literature review regarding data mining, especially pattern mining in smart homes, it was decided to focus on mining frequent and periodic sequential patterns in the event data.
- The concrete question this research project is trying to answer therefore goes as follows: is it possible to learn frequent and periodic usage patterns (which inherently contain the preferences) of smart home inhabitants only from event data available within a smart home in an efficient way?
- After an in-depth manual data analysis confirmed that patterns are available in the events recorded in the Aizo data, a first brute-force algorithm was designed and implemented in Java. Since the performance of this algorithm was bad and the found frequent patterns were reported multiple times, different optimizations took place, which resulted in the WSDD algorithm.
- To benchmark the performance of WSDD, an interface to the open-source Java framework SPMF (Sequential Pattern Mining Framework) by Fournier-Viger, et al. (2013), which implements the well-known PrefixSpan (Pei, et al., 2004) as well as the BIDE+ (Wang & Han, 2004) algorithm, was written.
Additionally, the GapBIDE algorithm (Li, et al., 2012) was implemented in Java by the researcher to be able to run additional benchmarks where the wildcarding of patterns can be controlled (something both BIDE+ as well as PrefixSpan lack). Besides the implementation of GapBIDE, WSDD was enhanced to be able to mine wildcarded patterns, too.

Since PrefixSpan, BIDE+ and GapBIDE all need a sequence database as input instead of the one continuous sequence of events as available in a smart home, a way of transforming the one big continuous sequence into n smaller (sub-)sequences was needed. For that purpose the approach suggested by Chikhaoui, et al. (2010) was used, which consists of a fixed-sized window that is slid over the big sequence to generate overlapping or non-overlapping smaller sequences.

Next a further enhancement of WSDD was implemented to enable it for periodic sequential pattern mining since the initial data analysis showed some periodic patterns / events in the smart home events.

After all this development was done, extensive benchmarking began. During the benchmarking, additional enhancements had to be implemented to deal with certain shortcomings. This included the introduction of a minimum length parameter as well as a post-processing step for PrefixSpan, BIDE+ and GapBIDE to eliminate the shortcoming of wrongly reported support counts for non-maximal patterns caused by employing the proposition of Chikhaoui, et al. (2010). Another adjustment was the introduction of the external call to the original prototype of GapBIDE written in Python by Li, et al. (2012) because the Java version developed for this project showed shortcomings when dealing with a lot of events.

After all the algorithms were finally reporting the same patterns for the same input parameters, the following results could be found:

- It is overkill to employ sophisticated algorithms like PrefixSpan, BIDE+ or GapBIDE for mining frequent sequential patterns: not only are they more complex to understand and implement, they are also often slower than the optimized brute-force algorithm WSDD. Additionally WSDD is more flexible (e.g. the results could be easily filtered according to a top n parameter instead of a minimum support count without increasing run times or memory consumption).

- Also from a memory consumption point of view WSDD is a viable option since PrefixSpan and BIDE+ normally use more memory than does WSDD. Only the Python version of GapBIDE could often outperform WSDD in this regard. However, also GapBIDE shows bad results regarding memory consumption if the number of events is very high. All in all it can therefore be said that none of the benchmarked algorithms shows good results for all different sets of input parameters. Therefore the researcher proposes various options to improve the memory consumption, which can be investigated in a follow-up research project if it is decided that memory consumptions of up to about 2GB are an issue which has to be remedied.

- The wildcarding feature is only adequately fulfilled by WSDD since GapBIDE does not show (in the patterns output by the algorithm) where a wildcard was found. This leads to the problem that a pattern without any wildcarded events in it counts towards the same support count as a pattern with wildcards in it (e.g. “100:200 -> 300:400” and “100:200 -> 700:800 -> 300:400” count towards the support count of “100:200 -> 300:400” if one event is allowed to be a wildcard). This is not what is needed for smart
home automation. Regardless of that, the potential of wildcarding proved to be not as big as anticipated because in the Aizo data set only very small differences in the patterns found could be observed if wildcarding was activated. It is therefore suggested to also deactivate wildcarding for WSDD, which would report the position of a detected wildcard correctly (i.e. the aforementioned pattern “100:200 -> 300:400” counts only towards the support count of “100:200 -> 300:400”, while “100:200 -> 700:800 -> 300:400” counts towards the separate support count of pattern “100:200 -> * -> 300:400”).

- The goal of mining periodic sequential patterns was not reached. Because of design time weaknesses of how periodic patterns are detected, only with very loose parameter settings (which produce too unreliable results) could any patterns be detected. It is therefore recommended to further research the issue of periodic sequential pattern mining, e.g. by adapting a generic periodic (sequential) pattern mining algorithm to deal with smart home event data and also enhance WSDD to better detect periodic patterns before benchmarking the algorithms.

- The last step of this research project was writing down the insights gained as the contribution of this research project towards the scientific body of knowledge. With the knowledge gained in this project (and possibly after optimizing the memory consumption as well as periodic sequential pattern mining), follow-up research projects can now deal with the questions of how to best derive rules from the patterns, identify triggers, predict the next event(s) and finally how the improvements and positive effects like energy savings, comfort increases or better protection against burglars can be realized as part of a multi-agent-system smart home.

Another way to summarize what was done for this research project can be had by looking at the approach of Fayyad, et al. (1996), which describes how one can come from data to knowledge:

**Figure 62: How to come from data to knowledge according to Fayyad, et al. (1996)**

The data provided by Aizo in the form of a relational database was the starting point for the following activities of this research project:

- Selection: the events table as well as app_button_clicks and sensor_events were identified as containing the event data, which this project was interested in.
• Preprocessing: the one continuous sequence of events per smart home was divided into n sequences of length m, which make up the sequence database for PrefixSpan, BIDE+ and GapBIDE.

• Transformation: currently no transformation is used. This would for example be needed if the algorithm translates the input data from strings to integers to reduce the memory consumption.

• Data mining: the learning of frequent sequential or periodic sequential patterns by employing the WSDD, PrefixSpan, BIDE+ or GapBIDE algorithm.

• Interpretation (what was done in the chapters benchmarking and with defining the use cases in the conclusion): by analyzing the found patterns, necessary adaptations in the data mining process could be made and knowledge could be derived.

This way of looking at things emphasizes the data mining character that this research project had.

7.4 CONCLUSION OF CHAPTER 7

The final chapter of this research project is mainly concerned with presenting and summarizing the findings of the master thesis and bringing the project to an end.

Overall it can be said that the generic goals of this research project according to Saunders, et al, (2009) are reached:

✓ Formulate and clarify your research topic.
✓ Critically review the literature.
✓ Understand your (research) philosophy and approach.
✓ Formulate your research design.
✓ Negotiate access to data.
✓ Collect data (done by Aizo).
✓ Analyze the data.
✓ Write the project report.

Therefore the research project can be regarded as a success. Especially the findings regarding run times are to be considered positive.

However, as explained in detail in the previous (sub-)chapters, certain aspects investigated as part of the project need to be looked at again or in more detail (especially periodic pattern mining and possibly also ways to decrease the memory consumption). Additionally, further steps are needed before the gained knowledge can be turned into usage in a real smart home. As a proposal, those steps are shortly outlined in the next chapter.

7.5 OUTLOOK AND THE NEXT STEPS

After this master thesis, follow-up research projects can build upon the findings here. To be more specific, to achieve the positive effects mentioned in the introduction like decreasing the energy consumption of a smart home or increasing the comfort of smart home inhabitant, (at least) the following steps will be necessary:

• Research the issue of periodic sequential pattern mining in a smart home environment.
• If memory consumption is an issue, research ways to minimize it (see the different propositions in chapter 6.7).
- Deduce and formulate rules from the detected patterns. This also includes trigger identification and event prediction, which are complex topics of their own.
- Store those rules in an appropriate format, e.g. object logic or PROLOG.
- Realize and implement all this in a multi-agent smart home to apply the rules in a real smart home (i.e. automation of the smart home appliances). To save electricity or increase the comfort, it is important that the newly introduced agents for pattern mining and rule execution are implemented as a predictive control systems (= before rules are applied, future needs and / or events are considered).
- Test and measure the increase of the positive effects in a real smart home.
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APPENDIX

PATTERNS IN THE POWER CONSUMPTION DATA

Since this project did not focus on the patterns available in the power consumption data but only on the ones in the event data, the initial data analysis done regarding patterns in power consumption data was removed from the main body of the work but is presented for the sake of completeness here in the following subchapters of the appendix.

NUMBER OF POWER MEASUREMENTS PER SMART HOME

The following SQL query can be used to get a general overview of key figures of the available power measurement data:

```sql
-- Get the minimum, the average and the maximum power consumption as well as the number of power measurements in the DB per installation
SELECT AVG(avg_power) AS average, MIN(avg_power) AS minimum, MAX(avg_power) AS maximum, MAX(avg_power) - MIN(avg_power) AS "range", COUNT(avg_power) AS "no. of measurements", inst_id AS installation
FROM power_measurements
GROUP BY inst_id
ORDER BY range
```

The results of this query look as follows:

<table>
<thead>
<tr>
<th>average</th>
<th>minimum</th>
<th>maximum</th>
<th>range</th>
<th>no. of measurements</th>
<th>installation</th>
</tr>
</thead>
<tbody>
<tr>
<td>56.15</td>
<td>0.00</td>
<td>1'828.17</td>
<td>1'828.17</td>
<td>697'751</td>
<td>6</td>
</tr>
<tr>
<td>78.40</td>
<td>0.00</td>
<td>1'947.92</td>
<td>1'947.92</td>
<td>2'367'832</td>
<td>55</td>
</tr>
<tr>
<td>82.86</td>
<td>0.02</td>
<td>1'999.55</td>
<td>1'999.53</td>
<td>67'450</td>
<td>94</td>
</tr>
<tr>
<td>45.86</td>
<td>2.07</td>
<td>2'073.60</td>
<td>2'071.53</td>
<td>492'106</td>
<td>26</td>
</tr>
<tr>
<td>61.84</td>
<td>0.00</td>
<td>2'071.73</td>
<td>2'071.73</td>
<td>134'470</td>
<td>39</td>
</tr>
<tr>
<td>56.97</td>
<td>0.00</td>
<td>2'357.77</td>
<td>2'357.77</td>
<td>2'592'570</td>
<td>5</td>
</tr>
<tr>
<td>56.02</td>
<td>0.00</td>
<td>2'412.73</td>
<td>2'412.73</td>
<td>2'980'358</td>
<td>56</td>
</tr>
<tr>
<td>55.63</td>
<td>0.00</td>
<td>2'414.62</td>
<td>2'414.62</td>
<td>513'501</td>
<td>30</td>
</tr>
<tr>
<td>79.97</td>
<td>0.15</td>
<td>2'475.45</td>
<td>2'475.30</td>
<td>242'610</td>
<td>10</td>
</tr>
<tr>
<td>150.00</td>
<td>0.00</td>
<td>2'576.90</td>
<td>2'576.90</td>
<td>540'195</td>
<td>17</td>
</tr>
<tr>
<td>81.49</td>
<td>15.00</td>
<td>2'789.52</td>
<td>2'774.52</td>
<td>648'349</td>
<td>9</td>
</tr>
<tr>
<td>25.67</td>
<td>0.00</td>
<td>2'781.28</td>
<td>2'781.28</td>
<td>492'863</td>
<td>24</td>
</tr>
<tr>
<td>81.79</td>
<td>3.30</td>
<td>3'070.12</td>
<td>3'066.82</td>
<td>399'157</td>
<td>50</td>
</tr>
<tr>
<td>39.63</td>
<td>0.00</td>
<td>3'101.30</td>
<td>3'101.30</td>
<td>556'147</td>
<td>3</td>
</tr>
<tr>
<td>78.85</td>
<td>4.00</td>
<td>3'249.13</td>
<td>3'245.13</td>
<td>156'062</td>
<td>40</td>
</tr>
<tr>
<td>108.02</td>
<td>4.00</td>
<td>3'561.85</td>
<td>3'557.85</td>
<td>306'800</td>
<td>18</td>
</tr>
<tr>
<td>35.47</td>
<td>0.00</td>
<td>4'246.07</td>
<td>4'246.07</td>
<td>2'909'075</td>
<td>2</td>
</tr>
<tr>
<td>71.81</td>
<td>0.00</td>
<td>4'271.88</td>
<td>4'271.88</td>
<td>1'298'398</td>
<td>11</td>
</tr>
<tr>
<td>57.34</td>
<td>0.03</td>
<td>4'316.53</td>
<td>4'316.50</td>
<td>311'101</td>
<td>20</td>
</tr>
</tbody>
</table>
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Table 57: No., Min., Max. and Avg. of power measurements per smart home

If the above results are depicted in four column charts, they look as follows:

Figure 63: No., Min., Max. and Avg. of power measurements per smart home (columns)

As can be seen from these results and visualization, there are big differences between the different smart homes regarding the number of recorded power measurements as well as the minimum, average and maximum measurement. However, as visible in the following chart, there is only a positive correlation between the maximum measurement (bright yellow line) and the range (dotted green line):

Figure 64: No., Min., Max. and Avg. of power measurements per smart home (lines)
All the other variables are uncorrelated, which was expected since none of the variables have a logical dependency from each other. The strong correlation between range and maximum can be explained with the fact that all the smart homes have a very low minimum power consumption near zero Watt and since $\text{Range} = \text{maximum} - \text{minimum}$, it becomes clear that if minimum is mostly zero the formula turns into $\text{Range} = \text{maximum}$, explaining the strong positive correlation of these two variables. The independence / weak correlation of the variables can also be seen from the following calculation of the correlation coefficients $r$ and the scatterplot matrix done with the statistics software R:

\[
\begin{array}{cccccc}
\text{average} & \text{minimum} & \text{maximum} & \text{range} & \text{measurements} \\
1.000000 & 0.228798 & -0.319657 & -0.320004 & -0.396194 \\
0.228798 & 1.000000 & -0.087587 & -0.089304 & -0.235077 \\
-0.319657 & -0.087587 & 1.000000 & 0.999999 & 0.550018 \\
-0.320004 & -0.089304 & 0.999999 & 1.000000 & 0.550340 \\
-0.396194 & -0.235077 & 0.550018 & 0.550340 & 1.000000 \\
\end{array}
\]

**Table 58: Correlation coefficients of no., min., max. and avg. of power measurements**

<table>
<thead>
<tr>
<th>Variable 1</th>
<th>Variable 2</th>
<th>Correlation coefficient $r$</th>
<th>Classification of correlation $^2$</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>average</td>
<td>minimum</td>
<td>0.228798</td>
<td>Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>average</td>
<td>maximum</td>
<td>-0.319657</td>
<td>Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>average</td>
<td>range</td>
<td>-0.320004</td>
<td>Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>average</td>
<td>measurements</td>
<td>-0.396194</td>
<td>Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>minimum</td>
<td>maximum</td>
<td>-0.087587</td>
<td>Very Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>minimum</td>
<td>range</td>
<td>-0.089304</td>
<td>Very Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>minimum</td>
<td>measurements</td>
<td>-0.235077</td>
<td>Weak</td>
<td>Independent variables</td>
</tr>
<tr>
<td>maximum</td>
<td>range</td>
<td>0.999999</td>
<td>Very Strong</td>
<td>Range depends on maximum because minimum is 0</td>
</tr>
<tr>
<td>maximum</td>
<td>measurements</td>
<td>0.550018</td>
<td>Medium</td>
<td>Chance for higher measurements rises with number of measurements</td>
</tr>
<tr>
<td>range</td>
<td>measurements</td>
<td>0.550340</td>
<td>Medium</td>
<td>Chance for higher measurements rises with number of measurements</td>
</tr>
</tbody>
</table>

**Table 59: Interpretation of the correlation coefficients**

$^2$ Classification according to Zöfel (2003, p. 151)
Presented as a scatterplot matrix the correlation looks as follows:

![Scatterplot Matrix of Min., Max., Avg., Range, No. of measurements](image)

**Figure 65: Scatterplot Matrix of No., Min., Max. and Avg. of Power Measurements**

When looking at the scatterplot matrix and the correlation coefficients, it becomes obvious that what at first sight of Figure 64 might appear as additional dependencies (e.g. between the number of measurements and range / maximum at smart home 23 or the one between the number of measurements, range / maximum and the average at smart home 28) have to be interpreted as coincidental.

For further analysis this means that only the dependency between maximum and range needs to be kept in mind.

**Power Consumption Curves**

For the purpose of looking at the different power consumption curves, for each smart home the consumption of a whole day, 13 March 2013, was analyzed with the following SQL query:

```sql
DECLARE @inst_id int
DECLARE smart_homes_cursor CURSOR FOR
    SELECT DISTINCT inst_id
    FROM events
OPEN smart_homes_cursor
FETCH NEXT FROM smart_homes_cursor
INTO @inst_id
WHILE @@FETCH_STATUS = 0
BEGIN
    DECLARE @inst_id int
    DECLARE smart_homes_cursor CURSOR FOR
        SELECT DISTINCT inst_id
        FROM events
    OPEN smart_homes_cursor
    FETCH NEXT FROM smart_homes_cursor
    INTO @inst_id
    WHILE @@FETCH_STATUS = 0
    BEGIN
        DECLARE @inst_id int
        DECLARE smart_homes_cursor CURSOR FOR
            SELECT DISTINCT inst_id
            FROM events
        OPEN smart_homes_cursor
        FETCH NEXT FROM smart_homes_cursor
        INTO @inst_id
        WHILE @@FETCH_STATUS = 0
        BEGIN
            DECLARE @inst_id int
            DECLARE smart_homes_cursor CURSOR FOR
                SELECT DISTINCT inst_id
                FROM events
            OPEN smart_homes_cursor
            FETCH NEXT FROM smart_homes_cursor
            INTO @inst_id
            WHILE @@FETCH_STATUS = 0
            BEGIN
                DECLARE @inst_id int
                DECLARE smart_homes_cursor CURSOR FOR
                    SELECT DISTINCT inst_id
                    FROM events
                OPEN smart_homes_cursor
                FETCH NEXT FROM smart_homes_cursor
                INTO @inst_id
                WHILE @@FETCH_STATUS = 0
                BEGIN
                    DECLARE @inst_id int
                    DECLARE smart_homes_cursor CURSOR FOR
                        SELECT DISTINCT inst_id
                        FROM events
                    OPEN smart_homes_cursor
                    FETCH NEXT FROM smart_homes_cursor
                    INTO @inst_id
                    WHILE @@FETCH_STATUS = 0
                    BEGIN
```
SELECT pm.time, SUM(pm.avg_power) AS "Power consumption per minute",
@inst_id "Installation"
FROM power_measurements AS pm
WHERE inst_id = @inst_id
AND time BETWEEN '2013-03-13' AND '2013-03-14'
GROUP BY time
ORDER BY time
FETCH NEXT FROM smart_homes_cursor
INTO @inst_id
END
CLOSE smart_homes_cursor
DEALLOCATE smart_homes_cursor

Above query returns a total of 24 result sets, one for each smart home, containing 1440 measurements each (24 hours x 60 minutes). Since that would be too big to be include here, these numbers are omitted and only the line graphs for smart homes 2 through 26 are presented in the following figure:

Figure 66: Power consumption curves per smart home for 13 March 2013 (Part 1)
For the remaining smart homes, no. 28 through 94, see the next page:

![Power consumption curves for the remaining smart homes](image)

**Figure 67: Power consumption curves per smart home for 13 March 2013 (part 2)**

For the missing smart homes, these are no. 5, 7 and 34, the data for the 13th of March 2013 is unavailable. However, the available data and the resulting power consumption curves for the other 21 smart homes show nicely that every smart home has his own power consumption signature.

From this analysis it can be seen that certain smart homes have a quite regular power consumption resulting in more obvious patterns while others have rather irregular consumptions.
THE JAVA SOURCE CODE

To avoid a bloating of the paper, the roughly 3’000 lines of Java source code written for this research project can be found on the CD accompanying this paper.

ADDITIONAL EXTERNAL RESOURCES

For the Java source code written for this project to work, the following additional and external sources are needed:

- The JDBC driver for MSSQL (tested with MSSQL 2012): [http://go.microsoft.com/fwlink/?LinkId=245496](http://go.microsoft.com/fwlink/?LinkId=245496) [Accessed 29 December 2013]
- The confidential Aizo data set stored in a relational MSSQL database (tested with MSSQL 2012). To get access to the confidential data set contact Holger Wache at FHNW.